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Message from the In-House Laboratory Independent Research Program Manager

It is my pleasure to present the tenth annual edition of the Proceedings of the Edgewood Chemical Biological Center’s (ECBC) In-House Laboratory Independent Research (ILIR) and Surface Science Initiative (SSI) Programs. The ECBC ILIR program funds innovative fundamental research projects that are high-risk with high potential for fulfilling future Army capability needs. Specifically designed to foster increased innovation, the ILIR program also aims to mentor junior investigators in the art and practice of initiating technological innovations and pursuing phenomenology at the boundaries of chemistry, biology, mathematics, and physics to gain insight and advances in support of CBRNE defense missions.

As always, this report includes a description of the ILIR program’s rigorous project selection and evaluation process. A critical component of our program is the peer review of project proposals by external senior scientists from across the government. These reviews ensure that we not only fund projects with the greatest potential for fulfilling future Army capability needs, but that we receive an honest and unbiased assessment of our research efforts to hone the Basic Research Portfolio year after year.

This year’s edition highlights several major accomplishments of our basic research portfolio over the last decade. Since FY09, the portfolio has yielded more than 200 knowledge products in the form of peer-reviewed publications, technical reports, presentations, patents, and book chapters along with more than a dozen transitions—most to customer-funded lines of effort. Our portfolio has also served as a critical workforce development tool for junior scientists, affording them the opportunity to gain critical experience to enable their success as scientists within a DoD laboratory.

Finally, the report concludes with a technical manuscript from each of the six ILIR, six SSI, and six internally funded Seedling projects from FY18. Together, these projects covered areas of interest across the chemical, biological, and physical sciences, including: Rational Molecular Synthesis and Novel Materials, Synthetic Biology, Nano Chemical and Biological Sensing, Panomics and Molecular Toxicology, Aerosol Sciences, Algorithm Design and Development, and Surface Science.

If you have questions about the ILIR Program or this report, please do not hesitate to contact me or the ILIR Administrative Coordinator directly. I can be reached by telephone at (410) 436-0683, DSN 584-0683, or by email at augustus.w.fountain.civ@mail.mil. The ILIR Administrative Coordinator, Ms. Rebecca Braun, can be reached at (410) 417-4961 or by email at rebecca.m.braun.ctr@mail.mil.

Sincerely,
Augustus W. Fountain III, Ph.D.
Senior Research Scientist (ST) for Chemistry
The purpose of the ILIR program is to fund innovative basic research projects that are high-risk but have high potential payoff for fulfilling future Army capability needs. The Department of Defense (DoD) defines basic research as “systematic study directed toward greater knowledge or understanding of the fundamental aspects of phenomena and of observable facts without specific applications toward processes or products in mind.” The ILIR program is also specifically designed to foster increased innovation within ECBC, where it is viewed as a critical part of the Center’s efforts to ensure a high level of quality in basic science; to foster innovation in the areas of chemistry and biology; to mentor junior investigators in the art and practice of laboratory science; and to explore new technological innovations and phenomenology at the boundaries of chemistry, biology, mathematics, or physics to expand the state-of-the-possible in support of CBRNE defense missions.

ECBC’s mission and vision are supported by the Center’s three Directorates: Research and Technology (R&T), Engineering, and Program Integration. The R&T Directorate provides integrated science and technology (S&T) solutions that address CB defense knowledge gaps and vulnerabilities. Basic science research at ECBC contributes valuable information to the fundamental science knowledge base, enabling the development of technologies that directly benefit the Warfighter and further strengthen the Army’s S&T mission. ECBC’s unique set of core research and technology capabilities position it to be the Army’s fundamental source of research in chemistry and biology.

The ILIR program solicits the Center’s principal investigators for innovative proposals that correspond to topics highlighted in the ECBC R&T Directorate’s Strategic Roadmap. The FY18 ILIR topics were: Rational Molecular Synthesis and Novel Materials, Synthetic Biology, Nano Chemical and Biological Sensing, Panomics and Molecular Toxicology, Aerosol Sciences, Algorithm Design and Development, and Surface Science. The proposals are then reviewed and critiqued by a panel comprised of resident and external Department of the Army Senior Research Scientists (ST), Senior Scientists from other DoD organizations, and civilian and military faculty members at the United States Military Academy.

At right, a Soldier with the 82nd Airborne Division spits into a test tube that researchers from the U.S. Army Research, Development and Engineering Command Soldier Center tested for cortisol levels during a stress shoot test. (Photo credit: David Kamm, RDECOM Soldier Center)
### PROPOSAL SCORING CRITERIA

**Exceptional (4):** Comprehensive and complete in all areas; meets all significant objectives; offers a comprehensive project that exceeds the ILIR vision and is supportable by the proposed approach; has few weaknesses which are easily correctable.

**Acceptable (3):** Meets most of the significant objectives and is responsive to the ILIR vision; offers a feasible technical solution; weaknesses are readily correctable; proposal is complete to the extent that an award could be made in present terms.

**Marginal (2):** Minimally meets ILIR vision and objectives (i.e., offers a project vision that is marginally supported by the proposed approach, and/or claims are not documented or substantiated); significant deficiencies exist.

**Unacceptable (1):** Fails to meet significant characteristics of the ILIR vision and/or objectives stated in the Solicitation; has weaknesses and/or deficiencies that are significant and of such magnitude that they cannot be corrected without extensive discussion/major revision of the proposal.

<table>
<thead>
<tr>
<th>REVIEWERS</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scientific Objective</strong></td>
<td>4.0</td>
<td>3.0</td>
<td>4.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Methods and Approach</strong></td>
<td>4.0</td>
<td>2.0</td>
<td>3.0</td>
<td>2.0</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>PI Qualifications</strong></td>
<td>3.0</td>
<td>3.0</td>
<td>4.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td><strong>Budget</strong></td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>1.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td><strong>Overall Evaluation</strong></td>
<td>3.7</td>
<td>2.7</td>
<td>3.5</td>
<td>2.3</td>
<td>3.0</td>
<td>2.7</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The review panel evaluates each proposal on its scientific objective, the scientific methods proposed, the qualifications of the investigator, and the budget; with the scientific objective and methods weighted as the most important criteria. The proposals are then ranked according to merit. Only proposals deemed by the panel as basic research are considered for funding.

Quality comments from the reviewers are compiled and used, along with the numerical score, as a critical assessment of the proposal. This written feedback is essential for ECBC’s mentoring of researchers and for justifying the elimination of research programs that are not competitive. Quarterly reviews of project performance provide guidance to the program’s participants, ensuring that projects meet significant milestones and that substantive new knowledge is being produced and transferred to ECBC and the broader scientific community. In FY18, this cyclical review and assessment process was used to select and monitor the progress of six ILIR and six SSI projects. Internal funds were also used to support six “Seedling” projects, which are smaller scale projects of high-risk, high-reward basic research.

While the U.S. Army mandated that independent annual reviews of all ILIR programs be conducted by a panel from the National Academies of Sciences, Engineering, and Medicine beginning in FY18, ECBC continued to hold its external annual review in the fourth quarter of FY18 to assess year-to-date performance of the funded ILIR and SSI projects. In FY18, representatives from the Defense Threat Reduction Agency (DTRA), the Joint Program Executive Office for Chemical, Biological, Radiological, and Nuclear Defense (JPEO-CBRND), the United States Military Academy, and the United States Naval Research Laboratory served as reviewers. Comments and feedback from this review were used to support continued funding, or course corrections, of each ILIR and SSI project.

This Proceedings Report contains the technical reports from all 18 ECBC-produced ILIR/SSI/Seedling-funded projects.
Ten Years of Basic Research at ECBC

Over the last decade, ECBC has successfully leveraged the basic research portfolio to make significant contributions to the U.S. Army’s fundamental knowledge base. Annually, ECBC’s modest basic research portfolio contributes a significant portion of the Center’s knowledge products, often between 10–25% of these products. Since FY09, ECBC has funded more than 100 basic research projects: 38 ILIR, 18 SSI, and 49 Seedlings. In this time, the basic research portfolio alone has yielded more than 200 knowledge products, including dozens of peer-reviewed publications and technical reports, scores of presentations and proceedings, 10 patents, and 2 book chapters.

Beyond these metrics, the ILIR and SSI programs have yielded more than a dozen transitions to a variety of sources including DTRA-funded programs, the Army Competitive ILIR program, or new ILIR/SSI projects. Our annual TAB review serves as a decision gate for continuing projects. While the TAB provides guidance for continuation projects, they also evaluate whether projects should be recommended for continued funding. For example, a project may be recommended for termination if the project is not deemed sufficiently productive or if there are insurmountable barriers to executing the work. In this capacity, TAB recommendations have resulted in the termination of 12 ILIR or SSI projects.

Trevor Glaros, Ph.D., and Elizabeth Dhummakupt, Ph.D., analyze data from a test of biomarkers found in blood to determine opioid exposure. (U.S. Army photo)
ECBC’s basic research and innovation programs also serve as a critical retention and workforce development tool for our scientists. In the past ten years, nine recent hires from ECBC’s post-doctoral fellowship programs through the National Research Council (NRC) and the Oak Ridge Institute for Science and Education (ORISE) have served as ILIR/SSI PIs, with dozens more contributing to the portfolio as co-PIs or contributing researchers.

The ILIR and SSI programs provide a valuable opportunity for new PIs to gain critical experience to enable their success as scientists within a DoD laboratory. PIs in our innovation programs are required to craft a proposal that is successfully peer reviewed; manage the cost, schedule, and performance of their research project; and report the findings of their research, both at internal venues and externally.

### PRODUCTS

- **Presentations and proceedings**: 111
- **Peer-reviewed publications**: 79
- **Technical reports**: 33
- **Patents**: 10
- **Book chapters**: 2

*A smoke grenade containing metal organic frameworks designed to block infrared light being tested in an ECBC test chamber. (U.S. Army photo)*
Meet our FY18 Principal Investigators

Daniel J. Angelini, Ph.D.
Research Biologist, BioDefense Branch, R&T Directorate, ECBC

Dr. Angelini received his Ph.D. in Medical Pathology from the University of Maryland, Baltimore in 2004. He worked at Johns Hopkins University as either a Post-Doctoral Fellow or a Research Associate from 2005–2011. He joined ECBC in July 2011 as an NRC post-doctoral research associate, becoming a civilian employee in 2015. His current research focuses on several different areas including cell biology, the evaluation of biological sampling devices, and the development of prototype sampling devices.

Matthew A. Browe
Chemical Engineer, CBR Filtration Branch, R&T Directorate, ECBC

Mr. Browe received his bachelor’s degree in Chemical Engineering from the Pennsylvania State University in 2011 and is currently pursuing his master’s degree in Chemical Engineering at the University of Delaware. Mr. Browe began working at ECBC as a Chemical Engineer in 2011 focusing on permeation and micro-breakthrough testing and evaluation. His efforts include research into novel sorbents and metal-organic framework polymer hybrid films, identifying trends in performance with justification from theory, and materials characterization.

Shaun M. Debow
Chemical Engineer, Smoke and Target Defeat Branch, R&T Directorate, ECBC

Mr. Debow received his master’s degree in Chemical & Biochemical Engineering from the University of Iowa in 2004. In 2006, Mr. Debow joined the ECBC workforce as a Chemical Engineer managing lifecycle support for weapons systems. Mr. Debow’s areas of expertise include basic and applied research of novel materials, development of novel solutions in anticipation of emerging needs, high-volume production and manufacturing, demilitarization, and systems engineering. Recent research interests include additive manufacturing, 2D materials, applications in surface science, warhead design, and gas adsorbents.

Jared B. DeCoste, Ph.D.
Research Chemist, CBR Filtration Branch, R&T Directorate, ECBC

Dr. DeCoste earned his Ph.D. in Materials Chemistry in 2009 from Binghamton University. He served as an NRC post-doctoral research associate in the CBR Filtration Branch at ECBC for two years, followed by several years in industry. Since accepting a position at ECBC, Dr. DeCoste has studied the fundamentals of porous materials, especially for adsorption and catalysis, to the engineering and scaling of functional nanomaterials.

Brendan G. DeLacy, Ph.D.
Research Physical Scientist, Smoke and Target Defeat Branch, R&T Directorate, ECBC

Dr. DeLacy received his Ph.D. in Analytical Chemistry from Drexel University in 2006. Since joining the ECBC workforce in 2009, his research has focused on the development of obscurant materials, primarily the experimental and theoretical aspects of the optical properties of materials. Some research areas of interest include: nanoparticle synthesis of dielectric, semiconductor, and metallic nanoparticles; plasmonics, excitonics, and plasmon-exciton interactions; and applications of nanomaterials in obscuration.
Erin M. Durke, Ph.D.

Research Chemist, CBR Filtration Branch, R&T Directorate, ECBC

Dr. Durke received her doctorate in Analytical Chemistry from Virginia Tech in 2011. In 2011, she accepted a position at ECBC where she studies the gas-surface interaction of chemical warfare agents and militarily relevant surfaces in ultra-high vacuum environments. Dr. Durke led the design, development, and construction of two new systems created specifically to study agent aerosols and their interactions with atmospheric components and surfaces of interest.

Erik D. Emmons, Ph.D.

Research Physicist, Spectroscopy Branch, R&T Directorate, ECBC

Dr. Emmons received his Ph.D. in Physics from the University of Nevada in 2007. He began working at ECBC in 2008 as an NRC post-doctoral research associate before being hired on as a Research Scientist at ECBC in 2015. Since arriving at ECBC, Dr. Emmons has performed research on infrared spectroscopy, surface-enhanced Raman spectroscopy, Raman chemical imaging, and Raman spectroscopy of aerosols, including explosive and chemical threats.

Henry S. Gibbons, Ph.D.

Research Biologist, Biotechnology Branch, R&T Directorate, ECBC

Dr. Gibbons received his Ph.D. in Biochemistry from Duke University in 2003 and conducted post-doctoral work at the University of North Carolina at Chapel Hill on protein export pathways in mycobacteria. Dr. Gibbons provides scientific and technical leadership for bacterial genetics and synthetic biology programs at ECBC. His research group combines expertise in classical bacterial genetics with modern genomic and proteomic approaches to the characterization of fundamental biological phenomena in prokaryotes.

Thomas E. Ingersoll, Ph.D.

Mathematician, Modeling, Simulation & Analysis Branch, R&T Directorate, ECBC

Dr. Ingersoll received his Ph.D. in Environmental Science from the University of California, Berkley in 2010. He began working at ECBC in 2016 as a Mathematician after serving as a Computational Biologist for DTRA since 2013. Since arriving at ECBC, Dr. Ingersoll has studied various methodologies to integrate CB sensor data.

Rabih E. Jabbour, Ph.D.

Research Chemist, Detection Spectrometry Branch, R&T Directorate, ECBC

Dr. Jabbour received his Ph.D. in Bioanalytical Chemistry from the University of Arizona in 1999. At ECBC, he leads the development of an automated sample processing system for the extraction and preconcentration of biomarkers for the detection and identification of biological warfare agents using mass spectrometry. He serves as a reviewer of articles with the Journal of Analytical Chemistry in the areas of microbial proteomics and genomics.
Neal D. Kline, Ph.D.
Research Chemist, Spectroscopy Branch, R&T Directorate, ECBC
Dr. Kline received his Ph.D. in Physical Chemistry from the Ohio State University in 2014. He began working at ECBC in July 2014 as an ORISE post-doctoral research fellow and was hired as a government civilian in 2016. Since arriving at ECBC, Dr. Kline has been working to develop a portable device for the detection of illicit drugs in bodily fluids by combining surface-enhanced Raman spectroscopy with a microfluidic platform.

Monica L. McEntee, Ph.D.
Research Chemist, CBR Filtration Branch, R&T Directorate, ECBC
Dr. McEntee earned her B.S. degrees in Chemistry and Mathematics with a minor in Biology in May 2010 from Virginia Tech. She received her Ph.D. in Physical Chemistry in March 2015 from the University of Virginia. In 2015, she was awarded an ORISE post-doctoral research fellowship at ECBC studying the fundamental properties of environmental surfaces (sands and soils) as well as their interactions with chemical agent simulant vapors and aerosols and was hired as a civilian employee in 2017.

Gregory W. Peterson
Research Chemical Engineer, CBR Filtration Branch, R&T Directorate, ECBC
Mr. Peterson graduated from Bucknell University with a Bachelor of Science degree in Chemical Engineering in 2003 and is currently pursuing his doctoral degree from the University of Delaware. Mr. Peterson joined the ECBC workforce in 2003 where he is responsible for the design, maturation, and integration of novel sorbent technologies into military respiratory systems.

Roberto Rebeil, Ph.D.
Research Biologist, Biosciences Division, R&T Directorate, ECBC
Dr. Rebeil received his doctorate in Pathobiology with a minor in Biochemistry from the University of Arizona in 2001. Dr. Rebeil joined ECBC in 2013, performing basic and applied research focusing on bacteriological and biotoxin agents of concern to the biodefence community and applies recombinant DNA technologies on agents of interest. Dr. Rebeil is currently matrixed to Ft. Detrick where he is serving as an Assistant Project Manager at the Joint Project Management Office for Medical Countermeasures Systems.

Patrick C. Riley
Research Chemist, Detection Spectrometry Branch, R&T Directorate, ECBC
Mr. Riley received his bachelor’s degree in Chemistry from Salisbury University in 2010. Shortly afterward, he began working at ECBC as a contractor before being hired on as a Research Chemist in January 2015. Mr. Riley has been evaluating the Joint Chemical Agent Detector Chemical Explosives Detector and other chemical detection technologies.
FY18 Innovation Program Highlights

ECBC Basic Research Portfolio Productivity

**FY18 FUNDING**

- $1.1M over 6 ILIR projects
- $2.2M over 6 SSI projects
- $257K over 6 Seedling projects

**FY18 PRODUCTS**

- 11 Peer-reviewed publications
- 1 Technical report
- 13 Presentations

Teacher Joan Rome works with ECBC research biologist Daniel Angelini, Ph.D. on environmental surface sampling. (U.S. Army photo)
Peer-reviewed Publications


Technical Reports

- Feasel, M.G.; Moran, T.S. *In Vitro Screening of Opioid Antagonist Effectiveness;* ECBC-TR-1509; U.S. Army Edgewood Chemical Biological Center: Aberdeen Proving Ground, MD, **2018**; UNCLASSIFIED Report.
Presentations and Posters


• DeCoste, J.B. Modular Design of Microporous Materials for Targeting Chemical Threats. Presented at Invited Presentation to the U.S. Army Research Laboratory, Aberdeen Proving Ground, MD, 14 March 2018.

• DeCoste, J.B. Modular Design of Microporous Materials for Targeting Chemical Threats. Presented at Invited Presentation to Sandia National Laboratory, Albuquerque, NM, 6 March 2018.


A Warfighter handles a Joint Chemical Agent Detector (JCAD) Solid Liquid Adapter (SLA) during a field test conducted by Patrick Riley, an ECBC research chemist involved in the project, in June 2018. The JCAD is undergoing concurrent modifications to detect illegal drugs and explosive compounds. (Photo credit: Jack Bunja/ECBC.)
New research is exploring whether chemical weapon-neutralizing substances can be incorporated into equipment worn by Warfighters. Inside the test tube, researchers mix agent with metal-organic frameworks (MOF) and oxygen. Exposure to light starts the MOF’s oxidation process, which neutralizes the agent. (U.S. Army photo)

Presentations and Posters (continued)

• DeCoste, J.B. Unexpected synergy in engineered metal-organic frameworks and polymer membranes for military protection applications. Presented at the 256th National Meeting & Exposition of the American Chemical Society, Boston, MA, 19–23 August 2018.
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ILIR
PROJECTS
Hierarchical systems through selective deposition and growth of metal-organic frameworks on block copolymers

Gregory W. Peterson
U.S. Army Edgewood Chemical Biological Center, Research & Technology Directorate,
8198 Blackhawk Rd, Aberdeen Proving Ground, MD 21010

ABSTRACT
The use of polymers to template arrays of metal-organic frameworks has been an under-researched area. Previously, we explored the use of block copolymers to selectively deposit metal-organic framework constituents followed by in situ growth. In FY18, the modification of the archetypal metal-organic frameworks HKUST-1 and UiO-66-NH₂ using acyl chloride chemistry was investigated with the objective of tuning interaction parameters between metal-organic framework and polymer. Modifications of the UiO-66-NH₂ metal-organic framework included acyl chlorides with aliphatic and cyclic hydrocarbons as well as fluorinated compounds. Polymers investigated included polystyrene, poly(styrene)-block-poly(isoprene)-block-poly(styrene), poly(ethylene oxide), poly(acrylonitrile), and poly(vinylidene fluoride). It was found that modifications of the metal-organic frameworks with the aforementioned functional groups did indeed improve compatibility with certain polymers, and also may lead to enhanced processing of polymer/metal-organic framework composites.

Keywords: metal-organic framework, block copolymer, electrospinning, mixed-matrix membrane, acyl chloride

1. INTRODUCTION
Metal-organic frameworks (MOF) are a relatively new class of highly porous materials that offer unprecedented control of porosity and chemistry.¹⁻³ By combining metal secondary building units with functionalized organic linkers, a wide variety of structures can be synthesized offering a wide range of properties. Over the past decade, the number of MOFs synthesized has grown, with well over 100,000 structures identified in silico.⁴ Due to the ability to tune properties of MOFs, a wide range of potential applications have been identified, including gas storage,⁵ catalysis,⁶ toxic gas removal,⁷ and sensing,⁸ among others. However, although the chemistry of synthesis has been explored, tangible constructs other than crystalline powders have remained mostly unexplored.

Beyond simple growth of MOF crystallites, there have been some, albeit limited, investigations of hierarchical assembly of MOFs into thin films. MOFs are grown by connecting metal oxide secondary building units with organic linkers—by utilizing similar functional groups, such as oxygen centers, catechols, or carboxylic acids on polymer surfaces, nucleation and growth can occur. Layer-by-layer techniques using self-assembled monolayers have been investigated to create thin films, where MOFs are grown onto substrates, such as gold.⁹ While thin films of MOFs are valuable in applications that require incorporating MOFs into devices, composite materials with MOFs on polymer substrates is far more advantageous for processability, flexibility, and reusability of the composite membrane. The two general approaches are the solution blending method (top-down approach), and in situ growth of MOFs in polymers (bottom-up approach). Various groups have employed the top-down approach of mixing different polymers with different MOFs. Specifically, the Cohen Group at the University of California has recently investigated using mixing of polyvinylidene fluoride (PVDF) to integrate MOFs into films.¹⁰ The same group has also used polymerization techniques to create pure MOF films, called polyMOFs.¹¹ Although these techniques show promise, they do not offer the ability to deposit or grow MOFs into hierarchical or systematic patterns.

Of primary importance for incorporating either starting constituents or preformed MOFs into block copolymers (BCP) is the interaction of these chemicals with the polymers. One way of estimating these interactions, and therefore choosing the right constituents and polymer systems, is the use of Hansen Solubility Parameters, which can be used to determine solubility of polymers, solvents, and small molecules within mixtures.¹² The underlying equation is

\[
\delta^2 = \delta_d^2 + \delta_p^2 + \delta_h^2,
\]

where \(\delta_d\) = London dispersion parameter, \(\delta_p\) = polar interaction parameter, and \(\delta_h\) = hydrogen bonding parameter.
When considering the interaction of two bodies, the interaction radius is calculated according to

\[ R^2 = 4 \times (\delta_{d1} - \delta_{d2})^2 + (\delta_{p1} - \delta_{p2})^2 + (\delta_{h1} - \delta_{h2})^2. \]  

(2)

Table 1. Hansen solubility radii of select functionalities and polymers.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Interaction Radius (MPa(^{0.5}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>PI</td>
</tr>
<tr>
<td>Aniline (linker)</td>
<td>8.3</td>
</tr>
<tr>
<td>Decane</td>
<td>14.7</td>
</tr>
<tr>
<td>Benzene</td>
<td>5.5</td>
</tr>
<tr>
<td>Perfluoroheptane</td>
<td>21.8</td>
</tr>
</tbody>
</table>

For example, a benzene or phenyl moiety will interact preferentially with polystyrene (PS) as compared to polyisoprene (PI) within a polystyrene-\textit{block}-polyisoprene-\textit{block}-polystyrene (SIS) BCP. Conversely, a decane moiety will interact preferentially with PI as opposed to PS. Likewise, a polar amine will prefer PEO as opposed to PS. Thus, a MOF can hypothetically be decorated to disperse selectively in BCPs. This behavior should also carry to single polymers – functional groups that interact favorably with polymers will disperse better than those that interact unfavorably. With the appropriate chemistry, functional groups on MOFs can be tuned to take advantage of these interactions. In this work, we focused on the use of acyl chloride chemistry to modify amine linkers on UiO-66-NH\(_2\), as shown in Figure 1.

![Figure 1](image)

**Figure 1.** Schematic of the modification of amine linkers using (A) decanoyl chloride and (B) phenylacetyl chloride for preferential incorporation into BCPs.

2. METHODOLOGY

2.1 MOFs

2.1.1 Procurement and synthesis

Two MOFs were investigated in these studies: UiO-66-NH\(_2\) and HKUST-1 (aka CuBTC), the structures of which are shown in Figure 2. The UiO-66-NH\(_2\) was procured from TDA Research, Inc. through a Joint Science and Technology Office-sponsored Rapid Innovation Project. HKUST-1, herein referred to as CuBTC, was synthesized using a
modified procedure from Xin et al. Briefly, 0.25 g (1.0 mmol) Cu(NO₃)₂·3H₂O was dissolved in 3 mL of a 1:1:1 (v/v) mixture of dimethylformamide (DMF), ethanol, and H₂O. 0.25 g (0.66 mmol) 1,3,5-benzenetricarboxylate (BTC) was dissolved separately in 3 mL of a 1:1:1 (v/v) mixture of DMF, ethanol, and H₂O. For modified samples, 5-aminoisophthalic acid (AIA) was added at increasing quantities in lieu of BTC such that the sum of AIA and BTC was ~0.66 mmol. Table 2 summarizes the conditions studied for the crystallization of CuBTC and CuBTC_AIA MOFs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mol% AIA*</td>
<td>0, 20, 40, 60 %</td>
</tr>
<tr>
<td>Temperature</td>
<td>25, 50, 85 °C</td>
</tr>
<tr>
<td>Time</td>
<td>24, 72 hours</td>
</tr>
</tbody>
</table>

*mol% refers to the molar percentage of total linker in solution

2.1.2 Post-synthetic modification

MOFs were modified using acyl chloride reactions with the amine functionality on the organic linker to form amides. This approach has been used previously with some success by Albenze and coworkers. For UiO-66-NH₂, a 10 mol% conversion was targeted so as to leave some amine groups available for further reaction. For each modification, 1 g UiO-66-NH₂ (0.58 mmol based on MW = 1718 g/mol, ~3.5 mmol –NH₂ groups) was activated in vacuum at 150 °C for 24 hours and then was dispersed in ~10 mL CHCl₃ in a scintillation vial and allowed to equilibrate for 1 hour. 0.065 g (0.34 mmol) decanoyl chloride, 0.053 g (0.34 mmol) phenylacetyl chloride, and 0.08 g (0.34 mmol) perfluorobutyryl chloride were added to separate scintillation vials containing the MOF. The resulting mixture was stirred magnetically at 350 rpm for ~16 hours. For CuBTC_AIA MOFs, 100 % molar conversion was targeted with respect to the amine functionality on the organic linker.

2.2 Polymer

Several polymers were investigated in this effort, including homopolymers and BCPs. Homopolymers were investigated initially to determine appropriate conditions for synthesis and processing as they are cheaper than BCPs. PS (350,000 g/mol), PEO (300,000 g/mol), SIS, PVDF (275,000 g/mol) and PAN (150,000 g/mol) were purchased from Sigma-Aldrich® and used without purification. Table 3 summarizes the solutions that were made for casting films and electrospinning fibers.
### Table 3. MOF/polymer solutions made for electrospinning fibers and casting films.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Mass (g)</th>
<th>w/v*</th>
<th>MOF***</th>
<th>Mass (g)</th>
<th>w/w**</th>
<th>Solvent</th>
<th>Volume (mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>0.75</td>
<td>15 %</td>
<td>UiO-66-NH₂</td>
<td>0.25</td>
<td>25 %</td>
<td>DMF</td>
<td>5</td>
</tr>
<tr>
<td>SIS</td>
<td>0.75</td>
<td>15 %</td>
<td>UiO-66-NH₂</td>
<td>0.25</td>
<td>25 %</td>
<td>DMF</td>
<td>5</td>
</tr>
<tr>
<td>PEO</td>
<td>0.2</td>
<td>4 %</td>
<td>UiO-66-NH₂</td>
<td>0.05</td>
<td>20 %</td>
<td>H₂O</td>
<td>5</td>
</tr>
<tr>
<td>PAN</td>
<td>0.5</td>
<td>10 %</td>
<td>UiO-66-NH₂</td>
<td>0.17</td>
<td>25 %</td>
<td>DMF</td>
<td>5</td>
</tr>
<tr>
<td>PVDF</td>
<td>1.0</td>
<td>22 %</td>
<td>UiO-66-NH₂</td>
<td>0.11</td>
<td>10 %</td>
<td>DMF, Acetone</td>
<td>4.5</td>
</tr>
<tr>
<td>PAN</td>
<td>0.4</td>
<td>10 %</td>
<td>CuBTC</td>
<td>0.044</td>
<td>10 %</td>
<td>DMF</td>
<td>4</td>
</tr>
<tr>
<td>SIS</td>
<td>0.3</td>
<td>10 %</td>
<td>CuBTC</td>
<td>0.02</td>
<td>6 %</td>
<td>THF</td>
<td>3</td>
</tr>
</tbody>
</table>

*with respect to solvent  
**with respect to polymer  
***See Sections 3.1 and 3.2 for nomenclature

### Electrospinning

Electrospinning was conducted using a programmable floor-stand electrospinning unit (MSK NFES-4 by MTI Corporation). Solutions were loaded into 6-mL plastic syringes equipped with a 20-gauge needle. The solutions were pumped at a flow rate of 2 mL/hour onto a rotating mandrel operating at 300 rpm. The electric field was set at approximately 12 kV, but was modified, when necessary, according to perceived solution viscosity.

### Materials characterization

A variety of techniques were used to characterize electrospun nanofibers and films developed. This section summarizes each technique.

#### 2.4.1 Nitrogen isotherm

Nitrogen uptake was measured at 77 K using a Micromeritics® ASAP™ 2040. Samples were off-gassed at 60 °C overnight under vacuum. Surface area measurements were calculated using the Brunauer-Emmett-Teller method, and total pore volumes were calculated at a relative pressure of 0.975 atm.

#### 2.4.2 Powder X-ray diffraction

Powder X-ray diffraction (PXRD) measurements were conducted using a Rigaku Miniflex 600 X-ray powder diffractometer with a D/Tex detector. Samples were scanned at 40 kV and 15 mA using Cu Kα radiation, a scan rate of 5° min⁻¹, over a 2θ range of 3° to 50°. Data were plotted relative to the highest intensity peak and offset on the y-axis to show differences between each sample.

#### 2.4.3 Scanning electron microscopy

Scanning electron microscopy (SEM) images were obtained using a Phenom GSR desktop SEM. Samples were supported on double-sided carbon tape and sputter-coated with gold prior to analysis. Typical settings for the instrument used an accelerating voltage of 5 kV at a nominal working distance of 10 mm. Specific operating conditions are listed with each image for clarity.
2.4.4 Attenuated total reflectance-Fourier transform infrared spectroscopy

Attenuated total reflectance-Fourier transform infrared (ATR-FTIR) spectra of materials were collected with a Bruker Tensor 27 FTIR equipped with a Platinum ATR accessory and a single reflection diamond crystal. Sixteen scans over a range of 4000 cm\(^{-1}\) to 400 cm\(^{-1}\) were averaged with a resolution of 2 cm\(^{-1}\).

2.4.5 Nuclear magnetic resonance spectroscopy

0.7 mL DMSO-\(d_6\) and 50 µL hydrofluoric acid was added to approximately 5 mg of modified UiO-66-NH\(_2\) in a 4-mL vial. The mixture was allowed to stand still until it turned into a clear solution, which indicated that the MOFs had been fully digested. Typical digestion time was approximately 10 min. The solution was then transferred to a nuclear magnetic resonance (NMR) tube and analyzed by \(^1\)H NMR spectroscopy. Percent modification was calculated by integrating the aromatic protons of modified and unmodified UiO-66-NH\(_2\) linker. \(^1\)H NMR spectra were recorded on a 300 MHz Varian NMR spectrometer using the residual proton resonance of the solvent as the internal standard. DMSO-\(d_6\) and hydrofluoric acid (48–51% solution in water) were purchased from ACROS Organics.

2.4.6 Turbidity

The turbidity of solutions were measured using a Hanna Instruments HI 88713 ISO turbidimeter in accordance with ASTM D7315-17. 10 mg of each sorbent were dispersed in 10 mL of each solvent. Solvents studied were water, dichloromethane, acetone, DMF, THF, cyclohexane, and n-hexane.

3. RESULTS AND DISCUSSION

3.1 Modification of UiO-66-NH\(_2\) via acyl chloride chemistry

As described above, it was hypothesized that colloidal particles with similar functionality to polymers should interact more favorably and therefore disperse better in films and fibers. To test this hypothesis, we modified UiO-66-NH\(_2\) with the well-known chemistry of converting amines to amides using acyl chlorides with varying functionalities, as shown in Figure 3.

Figure 3. (a) UiO-66-NH\(_2\) linker and modified amides formed from (b) decanoyl, (b) phenylacetyl, and (d) perfluorobutyryl chlorides.

\(^1\)H NMR was used to determine the conversion of amines to amides for all modified materials. An example spectrum for UiO-66-NH\(_2\)-D is shown in Figure 4. The spectrum in Figure 4 was compared to the baseline UiO-66-NH\(_2\) spectrum, and the shift of H\(_c\) to H\(_z\) due to amide formation was used to determine the amount of amine groups converted via

\[
\text{% Conversion} = \frac{H_z}{H_z + H_c}.
\]
Conversions for the treatments along with PXRD, ATR-FTIR and nitrogen uptake are shown in Figure 5. PXRD patterns show that UiO-66-NH₂ remained intact after all treatments. ATR-FTIR spectra show the transition of a sharp peak to a broad shoulder at $\sim 1685 \text{ cm}^{-1}$, indicative of an amide $\nu(C=O)$. Interestingly, the perfluorobutyryl treatment did not show conversion occurring in NMR; however, an amide shoulder appears in the FTIR spectra and C–F bonds are present at $\sim 1210 \text{ cm}^{-1}$. Nitrogen uptake data show that the decanoyl and phenylacetyl chloride treatments led to reduced nitrogen uptake by $\sim 25 \%$ whereas the perfluorobutyryl treatment reduced nitrogen uptake by only $10 \%$.

The turbidity of modified samples was studied in multiple solvents, including water, dichloromethane, acetone, DMF, THF, cyclohexane, and n-hexane. An example of the data collected in water is shown below in Figure 6. All modified samples result in reduced settling as compared to the baseline MOF. Of particular note is UiO-66-NH₂–F, which takes the most time to settle out of solution. The settling times have important implications on MOF/polymer/solvent processing properties – a longer suspension time should equate to better dispersion and processing due to less clumping of colloids in solution.
To test this hypothesis, we dispersed baseline and modified MOFs in a variety of films (Figure 7) and electrospun nanofibers (Figure 8). UiO-66-NH₂ shows preferential interaction with similar particles in PS and SIS but disperses much better in PEO. Conversely, UiO-66-NH₂-D disperses well in PS and SIS, but forms ball-like structures in PEO. For electrospun nanofibers, similar trends are seen. UiO-66-NH₂ clumps in both PAN and PVDF polymers during electrospinning whereas decanoyl chloride and perfluorobutyryl chloride samples disperse much more effectively along the polymer fibers.

Figure 7. UiO-66-NH₂ dispersed in (a) PS, (b) SIS, and (c) PEO films. UiO-66-NH₂-D dispersed in (d) PS, (e) SIS, and (f) PEO films. Scale bars = 10 µm.

Figure 8. Electrospun PAN nanofibers with (a) UiO-66-NH₂ and (b) UiO-66-NH₂-D. Electrospun PVDF nanofibers with (c) UiO-66-NH₂ and (b) UiO-66-NH₂-P. Scale bars = 10 µm.
3.2 Synthesis of isostructural CuBTC with reactive amine handle for post-synthetic modification

Similar to UiO-66-NH₂, CuBTC is another MOF that has shown promise in a variety of applications. Unfortunately, CuBTC is not stable to moisture nor does it contain a reactive amine group for post-synthetic modification. Thus, this hydrophilic MOF is potentially incompatible with many polymers of interest. To address these shortcomings, AIA was added to the synthesis mixture such that a reactive handle could be added for post-synthetic modification.

A variety of conditions were investigated as outlined in Section 2.1.1; MOFs synthesized at 25 °C for 72 hours were determined to give the most consistent particle size and were investigated further. As seen in SEM images (Figure 10), the typical octahedral crystal shape is consistent up until 40 mol% AIA, after which a second phase grows in noticeable quantities. Peaks at 8.4 and 10.5 2θ confirmed this new phase and was even more apparent in MOFs grown at higher temperatures.

ATR-FTIR spectra lend insight into the structures. The region in blue at ∼1625 cm⁻¹ associated with ρ(N–H) broadened with increased amount of AIA in the MOF. As the amount of AIA was increased, a broad peak at ∼1700 cm⁻¹ appeared for the samples synthesized at 25 °C. This was assigned to ν(C=O) from uncoordinated carboxylate groups and indicated that part of the BTC or AIA did not crystalize into the MOF. The peak at 1410 cm⁻¹ increased relative to the peak at 1442 cm⁻¹ as the amount of AIA increased. As seen in the BTC and AIA spectra, BTC has two peaks from ν(C–O) whereas AIA only has one pronounced peak at ∼1410 cm⁻¹. Thus, the increase in the 1410 cm⁻¹ peak was consistent with incorporation of AIA into the structure at the expense of BTC. A broad peak at ∼1350 cm⁻¹ consistent with an aromatic ν(C–N) also appeared with increased amount of AIA. Nitrogen uptake of the MOFs indicated that incorporation of AIA reduced nitrogen uptake, but materials up to 40 % AIA still had a high surface area.

The successful synthesis of CuBTC containing AIA allowed for further modification with decanoyl chloride, as shown in Figure 11. The modifications were successful as seen by changes of primary amine bend (blue region) to an amide carbonyl stretch (red region). No acyl chloride is left as evidenced by a lack of carbonyl peak at 1800 cm⁻¹ (green region); however, it is possible that some of the acyl chloride hydrolyzed or partially destroyed the structure with the appearance of a carboxylic carbonyl peak at ∼1700 cm⁻¹ (orange region).
Figure 11. (a) Modification of amine group of CuBTC_AIA with decanoyl chloride. (b) ATR-FTIR spectra of
(1) CuBTC_20AIA, (2) CuBTC_20AIA_D, (3) CuBTC_40AIA, and (4) CuBTC_40AIA_D. All MOFs were synthesized at
25 °C for 72 hours.

Baseline and modified CuBTC were subsequently electrospun with PAN and cast into films with SIS. SEM images
are shown in Figure 12. For both form factors, the baseline CuBTC has low compatibility with the polymer as seen
by large gaps/defects. Incorporation of the AIA moiety improves compatibility with PAN, but still has large defects
in SIS films. The decanoyl chloride-modified CuBTC/AIA sample shows excellent compatibility with PAN and
improved compatibility with SIS. It is thought that further optimization of the modification procedure (for example,
selective deposition of AIA as an outer shell on CuBTC) will lead to even better compatibility.

Figure 12. Electrospun PAN nanofibers in (a) CuBTC_0AIA, (b) CuBTC_40AIA, and (c) CuBTC_40AIA_D. Scale
bar = 30 µm. SIS films in (d) CuBTC_0AIA, (e) CuBTC_40AIA, and (f) CuBTC_40AIA_D. Scale bar = 8 µm.

4. CONCLUSIONS

The use of acyl chloride chemistry to convert amines to functional amides on MOF linkers was taken advantage of to
improve MOF-polymer compatibility. In the first case study, aliphatic, aryl, and fluorinated acyl chlorides were
reacted on UiO-66-NH₂ and resulted in materials with enhanced colloidal properties in a variety of solvents as well as
improved dispersion in polymers such as PS, SIS, and PVDF. In a second case study, a new MOF isostructural to
CuBTC incorporating 5-aminoisophthalic acid was synthesized and subsequently modified with decanoyl chloride.
The new modified MOFs showed enhanced compatibility with PAN nanofibers and SIS films. These techniques will
be used in subsequent studies to selectively deposit MOFs into specific copolymer domains.
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ABSTRACT
Bacteria encounter numerous stresses in the environment for which they must respond rapidly and appropriately to in order to insure survival. Salmonella typhimurium, an enteric bacterium, survives a variety of hostile environments in the stomach, intestinal tract, and gastric-associated lymphoid tissue during infection by coordinating and modulating gene expression patterns critical for survival. We hypothesized that S. typhimurium retains epigenetic “memories” of prior growth conditions that influence virulence gene expression even upon transfer to a new environment, and that these heritable DNA methylation patterns, epigenetic mechanisms, or both, affect protein expression long after any triggering stimulus is removed. Using a simple in vitro model of adaptation to intracellular conditions, we asked whether protein expression patterns differed after bacterial populations grown in a different media were shifted to a common medium. Using high-coverage liquid chromatography-tandem mass spectrometry-based proteome analysis, we compared abundance of proteins from cultures originally grown in Luria-Bertani broth and high-Mg\textsuperscript{2+} minimal media and subsequently transferred to a liquid culture continuously grown in low-Mg\textsuperscript{2+} medium. While the majority of proteins were unaffected, a small subset of proteins including two chemotaxis receptors and portions of the phosphorelay system involved in nutrient sensing and chemotaxis were found to be more highly expressed in LB- and high-Mg\textsuperscript{2+}-derived cultures. Enteric pathogens represent a significant impediment to battlefield readiness, understanding the effects of culture conditions prior to infection on expression of virulence factors may provide insights into the infectious process and yield new forensic biomarkers that facilitate differentiation of lab-grown from wild-acquired bacterial infections.

Keywords: epigenetics, Salmonella typhimurium, virulence factors, microbial forensic signatures, proteomics, DNA methylation, serial passage

1. INTRODUCTION
During the life and infection cycle of bacterial pathogens, sudden changes in the ambient environment are routine, resulting in metabolic, physical, and oxidative stresses on the organism as it transits from one environmental niche to another. The Enterobacterium Salmonella enterica serovar Typhimurium—commonly referred to as S. typhimurium—has served as a robust, well-characterized model organism for both intestinal and systemic infection modes, mimicking the symptoms and disease course of Typhoid fever in the mouse model.\textsuperscript{2} During the course of infection, S. typhimurium must pass from the extremely acidic environment of the stomach to the basic, oxygen-poor, microbe-rich and hyperosmotic environment of the intestinal tract, to the hostile, acidic, magnesium (Mg\textsuperscript{2+})-depleted, iron-poor, and inherently antimicrobial environment of the macrophage phagolysosome.\textsuperscript{3} In addition to its life cycle in the mammalian host, S. typhimurium encounters many external environmental stresses, as it can persist in soils and infect plant leaves, seeds, and fruits.\textsuperscript{4} Throughout this cycle, the organism survives by coordinating gene and protein expression patterns to insure rapid and appropriate adaptation to new environments. The orderly progression during the mammalian infection cycle is likely to contrast dramatically with the highly variable outdoor environment, in which the passage from one condition may be seemingly random as a bacterium encounters nutrient-rich conditions, predation by amoeba, infection of alternative vertebrate hosts, dilute and ion-poor conditions, etc. Thus, it is likely that coordinated gene expression patterns during a given stage of mammalian infection might be influenced by previous conditions, thereby decreasing the likelihood of triggering a niche-inappropriate pattern of gene expression during subsequent phases of infection. We hypothesized S. typhimurium preserves a “memory” of previous growth conditions that can influence subsequent gene and protein expression patterns. Here, we report elevated expression
of several proteins in the *S. typhimurium* chemotaxis and motility system that is detectable over at least 10 doublings following a shift from growth in two different media into a single common medium. If confirmed during the upcoming project period, we believe that this observation would represent the first report of potential long-term hysteresis or “memory” in the chemotaxis signaling pathway.

2. MATERIALS AND METHODS

2.1 Culturing and passaging

*S. typhimurium* strain SL1344 was streaked out onto Luria-Bertani broth (LB) agar and incubated overnight at 37 °C. From the plate, a single colony was selected and used to inoculate 10 mL cultures in 50 mL conical tubes (CELLTREAT®, Inc.) in triplicate. The following media was used for three different culture conditions in triplicate: LB, and two variations of N-minimal medium: high-magnesium (HMg) containing 100 mM HEPES pH 7.5, 10 mM MgCl₂, 1X N-minimal salts, 0.1% casamino acids, 0.4% glucose; and low-magnesium (LMg) containing 100 mM MES pH 6.0, 8 µM MgCl₂, 1X N-minimal salts, 0.1% casamino acids, 0.4% glucose). The cultures were incubated at 300 rpm and 37 °C. After 24 hours in culture, 10 µL of each culture was used to inoculate a fresh 10-mL culture, in the same media (1:1,000 dilution). Cultures were grown as before. After 24 hours in culture, all tubes were collected and centrifuged at 4,000 rpm (3,320 x g) on a table-top centrifuge for 20 minutes. All pellets were suspended in 25 mL LMg media, centrifuged as before, and suspended in 10 mL of LMg media. 250 µL of the washed bacteria were then used to inoculate 250 mL of LMg media in 1 L Nalgene® (Thermo Fisher Scientific, Inc.; Waltham, MA) non-baffled plastic flasks with vent cap, in triplicate. They were cultured as before, but the agitation was adjusted to 250 rpm in a floor-model shaking incubator. After 24 hours, all cultures were collected by centrifugation and washed 3 times in sterile PBS (Thermo Fisher Scientific, Inc.; Waltham, MA). Before the last wash, cultures were split 5 ways so that for each replicate there were 5 x 50-mL tubes of washed bacteria. A 1.8-mL tube was also collected for each replicate for use in the QIAGEN® AllPrep® purification. All of the collected samples were centrifuged and the pellets were snap frozen on liquid nitrogen and stored at -80 °C. The tubes were all labeled to capture their replicate number as well as their original culture condition and how many times they were passaged into LMg media (i.e., LB1 P₀, LB2 P₀, LB3 P₀, LMg 1 P₀, etc.). In two experiments, cultures were collected after the first transfer into LMg-minimal media (P₀). In a third experiment, cultures were passaged four times (P₄) in the LMg media. In the latter case, cultures were diluted 1:1,000 every 24 hours by transferring 250 µL of the culture directly into the fresh medium without washing. Cultures were not washed between passages, and a 1:1,000 dilution passage was performed into fresh media. Cultures were always grown for 24 hours between passages.

![Figure 1. Experimental scheme. A) Growth and passaging scheme for *S. typhimurium* cultures. B) Single sample utilized for extraction of nucleic acids and proteins.](image-url)
2.2 Extraction of nucleic acids and protein
The AllPrep® Bacterial DNA/RNA/Protein Kit (QIAGEN®) was utilized for the extraction of protein and nucleic acids from bacterial cell cultures. A 1.8-mL sample of culture was collected, centrifuged, and pellets were snap frozen and stored at -80 °C. Tubes were thawed and re-suspended according to the manufacturer’s instructions. All purified samples were collected and stored at -80 °C.

2.3 Cell lysis for proteomic analysis
Bacterial pellets were each resuspended in 500 µL lysis buffer (4 % SDS [Sigma-Aldrich®; St. Louis, MO] + 25 mM Tris HCl pH 7.6 [Bioland Scientific, LLC; Paramount, CA]), then transferred into Eppendorf® protein LoBind tubes and boiled at 95 °C for 5 minutes. Each sample was then lysed using a Branson probe sonicator set at 50 % power with a pulse setting of 5 seconds on, 5 seconds off, for a total of 25 seconds. Lysates were then clarified via centrifugation at 21,130 x g for 10 minutes, and the clarified lysates were transferred into new LoBind tubes. The protein concentration of each sample was determined using a Pierce™ BCA® protein assay kit, and 1 mg was removed from each sample for digestion.

2.4 Filter-aided sample preparation digestion
Dithiothreitol (DTT) (Sigma-Aldrich®; St. Louis, MO) was added to each sample to a final concentration of 10 mM. Samples were then boiled at 90 °C for 15 minutes, then cooled to room temperature. Amicon® 15 mL 10K molecular weight cut-off filter units were pre-washed with 4 mL UA buffer (8 M urea [Thermo Scientific™] + 100 mM Tris HCl pH 8.6 [Bioland Scientific, LLC; Paramount, CA]) and spun down at 3,220 x g for 20 minutes. The 1-mg samples were then transferred into respective filter units. 10 mL UA buffer were added to each unit, and they were spun for 30 minutes. 100 µL of 0.5 M iodoacetamide (Sigma-Aldrich®; St. Louis, MO) were added to each filter, and the samples incubated in the dark at room temperature for 30 minutes. Filter units were then centrifuged for 20 minutes, then washed two times with 4 mL UA buffer and centrifuged for 20 minutes both times, to remove iodoacetamide. Following the second rinse, 4 mL of 0.1 M triethylammonium bicarbonate (TEAB) (Sigma-Aldrich®; St. Louis, MO) was added to each filter and centrifuged for 20 minutes. This wash step was repeated 2 times. Lyophilized trypsin (Promega Corporation; Madison, WI) was resuspended to a concentration of 1 µg/µL in 50 mM TEAB and 17 µL was deposited into each 1-mg sample for a protein:enzyme ratio of ∼60:1. The top of each filter unit was wrapped in Parafilm® M and incubated overnight at 37 °C.

2.5 Desalting and creating master mix sample
The next day, the filter units were cooled to room temperature and the filtrates were transferred to separate LoBind tubes. Each filter was then rinsed with 50 µL of 50 mM TEAB twice and 50 µL of 0.5 M NaCl (Sigma-Aldrich®; St. Louis, MO) once. Each rinse was pooled together with their respective sample, and then each sample was acidified with 10 % formic acid to a final concentration of 1 %. Oasis HLB 1-cc 30 mg SPE cartridges (Waters Corporation; Milford, MA) were used for desalting. The cartridges were attached to a vacuum apparatus and activated by adding 1 mL activation buffer (50 % water + 50 % acetonitrile (ACN)); the activation step was repeated once more. The columns were then washed twice each with 1 mL wash buffer (5 % ACN + 0.5 % trifluoroacetic acid in water) and each column was then loaded with their respective sample. Columns were then rinsed twice with wash buffer, followed by elution with 1 mL elution buffer (70 % ACN + 30 % water). Eluents were collected in clean LoBind tubes and 30 µL of each desalted eluent was then combined into a master mix tube. The master mix is intended to normalize samples across all 5 passages in order to form a vertical comparison of P0–P4. All samples, including the master mix, were dried down in a Savant™ SpeedVac™ (Thermo Fisher Scientific, Inc.; Waltham, MA) and resuspended in 30 % ACN + 70 % water to ∼2 mg/mL (estimated concentration based on initial protein assay results). A Thermo Scientific™ Pierce™ Quantitative Colorimetric Peptide Assay kit was used to assess peptide concentration of each sample. 30 µg of each sample was transferred into LoBind Eppendorf® tubes and 30% ACN + 70% water was added to each sample to reach 45 µL total volume. An additional 5 µL of 1 M TEAB was then added to each sample for a final concentration of 30 µg in 50 µL. For the master mix sample in particular, 12 of these 30-µg aliquots were made.

2.6 Tandem Mass Tag labeling
The 30-µg aliquots were each labeled using a 5 mg Thermo Scientific™ TMT10plex™ Isobaric Label Reagent Set following the manufacturer’s instructions. Briefly, each tag was resuspended in 256 µL 100 % ACN (DriSolv®), and 20 µL of each tag was mixed with its corresponding sample (see labeling scheme below). For the master mix sample,
all 12 aliquots were labeled in this fashion; 5 master mix aliquots were then paired with each of the 5 passages. After labeling samples in accordance with the manufacturer’s instructions, each passage was pooled together. The 5 pools were then dried down.

2.7 Basic reverse phase fractionation
Each pool underwent basic reverse phase fractionation on an XBridge C18 5 µm, 4.6 x 250 mm column (Waters Corporation; Milford, MA). A 65-minute gradient from 100 % mobile phase A (10 % ACN + 90 % water + 20 mM ammonium formate, pH 10) to 100 % mobile phase B (90 % ACN + 10 % water + 20 mM ammonium formate, pH 10) was run, and fractions were collected. Following fractionation, the fractions were concatenated into 3 early “Start” fractions, 28 mid-phase fractions, and 5 late “End” fractions. These fractions were acidified with 100 µL of 10 % formic acid, then dried down and resuspended in 20 µL 5 % ACN + 0.1 % formic acid in water, and finally transferred into autosampler vials. The three “Start” fractions and five “End” fractions were combined into respective vials, for a total of 30 samples. This was repeated for all five passage pools.

2.8 Q Exactive™ analysis
The 30 fractions of each passage (a total of 150 fractions) were analyzed on a Thermo Scientific™ Q Exactive™ Plus mass spectrometer on a Thermo Scientific™ EASY-Spray™ column (PepMap RSLC C18, 2 µm, 100 Å, 75 µm x 50 cm). Each fraction was run on a 182-minute gradient from 95 % buffer A (0.1 % formic acid in water) to 90 % buffer B (80 % ACN + 90 % water + 0.1 % formic acid), and then back to 95 % buffer A. Full MS resolution was set at 70,000 with a scan range of 300 to 1,700 m/z, and data-dependent MS/MS resolution was set at 35,000.

2.9 Data analysis
The proteomics data software PEAKS® Studio 8.5 (Bioinformatics Solutions, Inc.; Waterloo, ON, Canada) was used to process the 150 raw files collected from P0–P4 MS analysis. The master mix sample from each passage was used to normalize data between passages to create a vertical comparison between them. The LMg sample from P0 was used as the base sample, and the LMg channel 129C from P0 in particular was used as the reference label, so that all expression ratios compare the HMg and LB media conditions of every passage to the LMg media condition from P0. ANOVA-significant proteins (with false-discovery rate set to 1 %) were selected and their expression levels were monitored within each media type and through each passage.

2.10 Methods for sample prep and analysis of P0 triplicates
Two additional sets of P0 bacterial pellets were processed as described above. These P0 samples were not passaged further, and so a master mix sample was not assembled for them. The two P0 sets were labeled with two separate Thermo Scientific™ TMT10plex™ Isobaric Label Reagent Sets and were compared to the P0 pellets from the P0–P4 sample set. To perform this comparison, the master mix channel 131 was removed from the data analysis software, so that only the triplicates of LMg, HMg, and LB conditions were observed in each P0. ANOVA-significant proteins (with a false-discovery rate of 1 %) that showed a 2-fold or greater expression change when comparing LB or HMg media to LMg media were selected. These proteins were further filtered to include only those that were present in all three P0 sets, as they were presumed to be the most highly reproducible. These proteins’ expression patterns were then observed in the larger P0–P4 data set.

3. RESULTS

To test our hypothesis, we designed a simple in vitro experimental scheme (Figure 1) in which bacterial populations grown in several media types were passaged into a low-Mg2+ medium that is designed to mimic phases of the host infection cycle. Briefly, the laboratory strain of S. typhimurium SL1344 was grown in rich medium (LB) and in two variants of a glucose minimal medium containing either mM or µM concentrations of Mg2+ (HMg and LMg media, respectively). In addition to the variance in Mg2+ concentrations, the HMg media also is moderately alkaline (pH 7.5), whereas the LMg medium is moderately acidic (pH 6.0). The HMg medium represses genes involved in the intracellular lifecycle, whereas the LMg media condition mimics the phagolysosomal life stage of S. typhimurium. during its intracellular stage, the bacterium encounters an environment rich in antimicrobial compounds—including
antimicrobial peptides, reactive oxygen, and nitrogen species—and poor in divalent cations, iron, and other important nutrients. Micromolar concentrations of Mg$^{2+}$ are known to induce expression of the major intracellular virulence regulon of \textit{S. typhimurium},\textsuperscript{6} which is regulated by the PhoP/PhoQ 2-component response regulator system.\textsuperscript{7} We passaged all three cultures by diluting 1:1,000 into LMg, grew them for several generations to optical densities (OD\textsubscript{600}) of 0.3–0.5, and examined their protein profiles by LC-MS/MS-based proteomics.

We developed an isobaric tagging method based on tandem mass tagging (TMT) labeling (Figure 2). This technique allows us to quantitate simultaneously the abundance of proteins in three biological replicates in each of three experimental conditions. A “master mix” was generated by mixing equal amounts of all samples from a single experiment together. The abundance of a given protein in each individual sample was normalized to the abundance in the “master mix.” We analyzed a large number of biological replicates and experimental conditions within each experiment, normalized each sample to the master mix, and repeated the entire experiment three times (to P\textsubscript{0}) to increase our statistical confidence in the results. However, the large number of samples, fractions, and spectra generated for this forced us to work with the manufacturer of the PEAKS® Studio software (Bioinformatics Solutions, Inc.; Waterloo, ON, Canada) used to analyze the dataset to accommodate the many thousands of spectra generated per file. For example, in the four-passage experiment, a total of $\sim 10^6$ MS\textsubscript{1} spectra; $\sim 10^7$ MS\textsubscript{2} spectra; 143 GB of total data had to be analyzed.

![Figure 2. Proteomic extraction, labeling, and analysis pipeline.](image)

We initially analyzed protein abundances after the first growth in minimal medium (P\textsubscript{0}). The results of three independent experiments each performed in triplicate are summarized in Figure 3. To identify proteins whose abundance was significantly altered in each experiment, we set a threshold of $> 2$-fold change and set a false-discovery rate of 1% by ANOVA. In these experiments, a small subset of proteins identified met the strict standards. We identified proteins whose abundance changed in two of the three experiments (17 proteins, or 30.9% of identified proteins) and in all three experiments (6 proteins; 10.9%).

Initially, we had no \textit{a priori} reason to believe that any of these proteins would be differentially induced in LMg conditions encountered by strains grown in all three pre-transfer conditions. The observation that this was not the case pointed to the possibility that physiological or chromosomal changes occur during growth in the pre-transfer stage that influence subsequent protein expression patterns, even after multiple generations.
It was particularly notable that proteins involved in chemotaxis and motility (Tsr, CheA, Tcp, FliG, CheB) represented five of the six proteins identified as differentially expressed in all three experiments. We therefore examined those proteins found to be differentially expressed in two of the three experiments. Indeed, of 11 proteins found in two of three experiments, eight are in the same general functional category. The identity and function of the proteins identified are found in Table 1.

We hypothesized that the changes we observed in the first passage would persist over time, but that upon repeat passage the profiles will converge. We therefore re-diluted and grew cultures that had been shifted into LMg medium several more times, removing an aliquot for proteome analysis. Discrete time points of the sample were taken along the trajectory and the profiles were analyzed by LC-MS/MS, to determine whether the overall pattern converges to a common expression pattern and whether the equalization occurs with identical kinetics. Figure 3B shows the ratios in \( P_1 \)–\( P_3 \) of five of the proteins identified as differentially expressed in \( P_0 \). Notably, the abundance ratios appear to invert in \( P_1 \), but as expected, the ratios converge to close to 1.0 by \( P_2 \). Notably, the convergence of the expression ratios of EnvE appear to be delayed until \( P_3 \).

### Table 1. Identity and function of differentially expressed proteins.

<table>
<thead>
<tr>
<th>UniProt ID</th>
<th>Protein</th>
<th>Function</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0A0H3NL96</td>
<td>Tsr</td>
<td>Methyl-accepting chemotaxis protein receptor component</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NDZ5</td>
<td>CheA</td>
<td>Chemotaxis protein CheA</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NAF5</td>
<td>EnvE</td>
<td>Envelope protein, unknown function</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NMQ9</td>
<td>Tcp</td>
<td>Methyl-accepting chemotaxis citrate transducer</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NE38</td>
<td>FliG</td>
<td>Flagellar motor switch protein</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NCE6</td>
<td>CheB</td>
<td>Chemotaxis response regulator protein-glutamate methyltransferase</td>
<td>1,2,3</td>
</tr>
<tr>
<td>A0A0H3NBQ0</td>
<td>OmpD</td>
<td>Outer membrane protein</td>
<td>1,2</td>
</tr>
<tr>
<td>A0A0H3NMF2</td>
<td>CheZ</td>
<td>Protein phosphatase</td>
<td>1,2</td>
</tr>
<tr>
<td>A0A0H3NYG4</td>
<td>SpvD</td>
<td>Salmonella plasmid virulence protein</td>
<td>1,2</td>
</tr>
<tr>
<td>A0A0H3NJ67</td>
<td>SlsA</td>
<td>Uncharacterized protein</td>
<td>1,2</td>
</tr>
<tr>
<td>A0A0H3NDU3</td>
<td>CheV</td>
<td>Hypothetical receptor/regulator protein</td>
<td>1,2</td>
</tr>
<tr>
<td>A0A0H3NXF9</td>
<td>SpvR</td>
<td>Salmonella plasmid virulence lysR family regulator</td>
<td>1,3</td>
</tr>
<tr>
<td>A0A0H3NS32</td>
<td>FolB</td>
<td>7-8-dihydroxypropionin aldolase</td>
<td>1,3</td>
</tr>
<tr>
<td>A0A0H3NGY0</td>
<td>Trg</td>
<td>Methyl-accepting chemotaxis protein III</td>
<td>2,3</td>
</tr>
<tr>
<td>A0A0H3NG60</td>
<td>SL1344_3189</td>
<td>Methyl-accepting chemotaxis protein II</td>
<td>2,3</td>
</tr>
<tr>
<td>A0A0H3NMF8</td>
<td>CheW</td>
<td>Purine binding chemotaxis protein</td>
<td>2,3</td>
</tr>
<tr>
<td>A0A0H3NJ9</td>
<td>GlpT</td>
<td>Glycerol-3-phosphate transporter</td>
<td>2,3</td>
</tr>
</tbody>
</table>
4. DISCUSSION

We present evidence that, following a transfer to a single common media, abundance of a subset of proteins is affected after as many as 8–10 generations. It is unlikely that these effects would be due to simple dilution of proteins whose expression was radically different in the prior growth conditions, since 10 generations represents a 1,000-fold increase in biomass, which would render the previously existing proteins virtually undetectable by the methods employed. The differences in the abundance of the differentially detected proteins described here are therefore most likely to be due to differences in protein expression during growth in the LMg media. One caveat to this explanation is that our proteomic methods had not been tuned to detect methylated peptides. This would be particularly applicable to the methyl-accepting chemotaxis proteins (MCP) detected here. However, the methylated residues occur on only a small portion of the sequence of each of these peptides. Detailed examination of the proteome data in the upcoming project period should allow us to address this possibility.

Most of the proteins identified in this study play roles in chemotaxis or motility—processes by which cells sense gradients of nutrients in their environment and alter the direction of rotation of their flagella, which results in a transition from forward motion to a tumbling motion. These gradients are sensed by the MCPs, which participate in a phosphorelay that eventually results in the phosphorylation of the CheY protein and the modulation of the flagellar motion through FliG, a component of the C-ring of the flagellar basal body.

It is not clear at this time why several components of the chemosensing pathway seem to be modulated following shifts in media, but the known mechanisms of regulation of many of the genes revealed in our study suggest a possible explanation. Many of the genes encoding MCPs and the components of their downstream signaling network (e.g., tsr, trg, cheA, cheB, cheW, cheZ) are regulated by FliA, a flagellar σ-factor that governs transcription of late-stage flagellar subunits (e.g., the flagellar filament) and the chemosensing apparatus. Assembly of the flagellar basal body must be complete for FliA to be liberated from its anti-σ-factor FlgM, conferring so-called “just-in-time” expression kinetics on the FliA-regulated genes. Notably, FliG, a component of the switch complex at the base of the flagellum, is one of the proteins common to all three experiments. In this scenario, cells grown initially in LB or HMg medium and then transferred to LMg may express more FliG than the control populations, thus completing the flagellar assembly at an earlier stage, leading to elevated expression of the chemosensor system. Of particular note is that flagellar and chemotaxis system genes are strongly downregulated during intracellular growth, which our LMg system mimics.

Previously, other groups have reported a “memory” or “hysteresis” response in a two-component regulatory system that bacteria use to sense environmental phosphate levels. Cultures starved of phosphate express basal levels of phosphate-sensing system, and exposure to transient high-phosphate conditions triggered elevated expression of the PhoBR system that persisted following removal of phosphate, such that subsequent exposure to a high-phosphate growth condition triggered a quicker response. It is possible that the chemotaxis system experiences a similar “hysteresis” in our system. It is also possible that epigenetic alterations to the loci encoding the chemotaxis/motility proteins detected in this study modulate expression of these or key regulators at a transcriptional level. Current efforts in the laboratory are directed at verifying the differences observed by proteomic methods. In the upcoming project period, we will be analyzing protein profiles of whole-cell lysates by Western blot to confirm the changes in protein expression and employing mutants in the chemotaxis system and DNA methylation pathways to discriminate between these possibilities.
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ABSTRACT

Endothelial cells line the internal portion of the vasculature and are responsible for maintaining homeostasis within the body. This function is accomplished through tightly regulating the passage of both fluid and nutrients from the bloodstream to various tissues. When this regulation is disrupted by inflammation or exposure to specific toxic compounds, fluids, and macromolecules will accumulate in the surrounding tissues, resulting in edema. This accumulation of fluids is typically regulated through the paracellular pathway—defined as the movement of fluids and macromolecules through gaps formed at intercellular junctions. Several chemical warfare agents have been shown to disrupt the endothelium and induce edema following sub-lethal exposures in experimental animals. In the following studies, we examined the effects of four different toxicants on the immortalized dermal microvascular endothelial cell line, HMEC-1, through the measurement of cell viability and impedance. We then compared these results to those obtained from primary cultured microvascular endothelial cells from skin, lung, and heart. This assessment will demonstrate that the HMEC-1 can be suitable for assessing vascular toxicity and allow for more accurate toxicity estimates in the future. The data gathered in this study will provide fundamental knowledge regarding the regulation of endothelial barrier function.
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1. INTRODUCTION

1.1 Endothelial barrier function

Endothelial cells (EC) play a crucial role in maintaining homeostasis—these cells tightly regulate the passage of fluid, nutrients, and immune cells from the intravascular compartment to tissues throughout the body. Transendothelial flux of molecules occurs through either the paracellular pathway (intercellular gaps) or the transcellular pathway (transcytosis or vesicular transport). Edema formation, or fluid accumulation within tissues, typically occurs through the paracellular pathway. This pathway is regulated at the cell-cell level by at least two distinct junctional complexes—adherens junctions (AJ), and tight junctions (TJ). The number of these specific junctions in an EC is dependent on its location within the vascular tree. For example, brain microvascular endothelial cells (MVEC) contain many more TJs than ECs from any other regional vascular bed. AJs and TJs are both tethered to the actin cytoskeleton, but AJs play a prominent role in the regulation of barrier function throughout almost the entire vasculature. AJs consist of the membrane-spanning vascular endothelial (VE)-cadherin, and the cytosolic proteins, α-, β-, γ-, and p120 catenins. The VE-cadherin ectodomain participates in calcium-dependent, homophilic cell-cell adhesion, and is tethered to the actin cytoskeleton through the catenin proteins. Both rapidly acting (e.g., thrombin, histamine) and late acting (e.g., tumor necrosis factor-α (TNFα), endotoxin) regulators of barrier function increase tyrosine phosphorylation of VE-cadherin; these phosphorylation events induce a loss of cell-cell adhesion and actin depolymerization leading to intercellular gap formation and increased paracellular permeability.

1.2 Chemical warfare agents and vascular injury

Several chemical warfare agents (CWA), including nerve agents (e.g., VX) and vesicants (e.g., HD), have been shown to disrupt the endothelium and induce edema in experimental animals. Choking agents, such as chlorine and phosgene, have also been shown to disrupt the endothelial barrier, particularly within the lungs. It is interesting to note that biological toxins of military importance also have been shown to disrupt the endothelial barrier, including ricin and staphylococcal enterotoxin B. In many of these cases, it is unknown whether these alterations in endothelial barrier function are due to necrosis/apoptosis or alterations of the EC cytoskeleton. Additional studies are...
necessary to address the knowledge gap that exists concerning the mechanisms of action of these compounds/toxins on the endothelium.

2. METHODOLOGY

2.1 Human EC culture

The human MVEC line HMEC-1\textsuperscript{15} was obtained from ATCC® (Manassas, VA) and cultured in MCDB131 culture media (ATCC®) supplemented with 10 ng/mL epidermal growth factor, 1 µg/mL hydrocortisone, 10 mM L-glutamine, 1% penicillin-streptomycin, and 10% fetal bovine serum (all supplements from Thermo Fisher Scientific\textsuperscript{TM}; Waltham, MA). Even though this is an immortalized cell line, we only examined these ECs within a 10-passage window. This cell line was chosen due to its EC origin and its usefulness as a generalized MVEC. HMEC-1s have been shown to express all of the typical EC markers, have EC morphology, and form consistent EC barriers.\textsuperscript{15} Also, these ECs have been shown to be responsive to classical regulators of endothelial barrier function (e.g., histamine).\textsuperscript{15} For comparison, we examined primary MVECs from three different areas of the body that are all major CWA targets: skin (human dermal MVEC, HMVEC-D), lung (human lung MVEC, HMVEC-L), and heart (human cardiac MVEC, HMVEC-C) (Lonza; Walkersville, MD). All primary microvascular ECs were cultured in Endothelial Cell Growth Medium MV (PromoCell GmbH; Heidelberg, Germany) supplemented with 5 % fetal calf serum, human recombinant epidermal growth factor (5 ng/mL), human recombinant basic fibroblast growth factor (10 ng/mL), insulin-like growth factor (20 ng/mL), human recombinant vascular endothelial growth factor 165 (0.5 ng/mL), ascorbic acid (1 µg/mL), and hydrocortisone (0.2 µg/mL) (all supplements from PromoCell GmbH). To prevent potential contamination, the media was also supplemented with GA-1000 (125 µg amphotericin B/5 mg gentamicin; Thermo Fisher Scientific\textsuperscript{TM}). Only ECs from passages 5–10 will be studied.

2.2 Preparation of experimental chemicals

Stock solutions of the organophosphate pesticide malathion (ULTRA® Scientific; N. Kingstown, RI) and its metabolite, malaoxon (Sigma-Aldrich®; St. Louis, MO), were prepared in 100 % ethanol (EtOH) and stored at 4 ºC.\textsuperscript{16} A stock solution of bis(2-chloroethyl)amine hydrochloride (BCAH; Sigma-Aldrich®) was prepared in distilled H\textsubscript{2}O which was stored at 4 ºC for no longer than 3 days after initial preparation. A stock solution of lipopolysaccharide (LPS) was prepared in sterile PBS, aliquoted, and stored at -20 ºC until use.\textsuperscript{17}

2.3 Evaluation of endothelial cell viability

All MVECs were treated with increasing concentrations of the experimental compound(s) and then a MTT viability assay was performed as previously described.\textsuperscript{16,18} This assay was used to determine the toxicity of the selected compound and indicated the optimal concentrations for examining changes in endothelial barrier function.

2.4 Evaluation of cellular impedance

Cellular impedance was measured using the ACEA xCelligence\textsuperscript{®} Real-Time Cell Analyzer (RTCA).\textsuperscript{19,20} HMEC-1, HMVEC-C, HMVEC-D, or HMVEC-L were plated on the specially designed impedance plates and grown to a post-confluent state (72 hours). Once confluent, the ECs were exposed to the selected compound with impedance readings taken every 15 minutes. Results were reported as normalized cell index (CI). Evidence of endothelial barrier dysfunction was indicated by a decrease in the CI compared to media or vehicle control.

2.5 Statistical analysis

All quantifiable results are reported as mean ± standard error of the mean. Statistical analysis was performed using GraphPad Prism 7 software (GraphPad Software, Inc.; La Jolla, CA). A one-way ANOVA was used to compare the mean responses among the experimental and control groups. The Dunnett’s multiple comparisons test was used to determine whether significant differences between groups existed. A $p$ value of < 0.05 was considered significant.
3. DATA

3.1 Effect of malathion/malaoxon on MVEC viability

ECs were plated at a density of $5.0 \times 10^4$ cells/well in 96-well tissue culture plates and allowed to attach for 24 hours. The cells were then exposed to media, vehicle (EtOH), or increasing concentrations of malathion or malaoxon (1–10,000 µM) for 24 hours at 37 °C. The exposures were evaluated using the MTT Viability Assay (Figure 1). Following exposure to malathion, significant reductions in viability were seen at concentrations ≥ 1,000 µM in HMEC-1, HMVEC-D, and HMVEC-L. Malathion concentrations as low as 10 µM induced losses in HMVEC-C viability. Treatments with the metabolite of malathion, malaoxon, induced reductions in EC viability in concentrations ≥ 3,000 µM in HMEC-1, but ≥ 1,000 µM for HMVEC-D and HMVEC-L. HMVEC-C appeared to be the most sensitive to the effects of malaoxon, with ≥ 300 µM inducing cellular death in these cells.

![Figure 1. Effects of malathion and malaoxon on MVEC viability. (A) HMEC-1, (B) HMVEC-C, (C) HMVEC-D, and (D) HMVEC-L were exposed to increasing concentrations of malathion (1–10,000 µM; green bars), malaoxon (1–10,000 µM; red bars), media alone (closed bars), or vehicle (EtOH; open bars) for 24 hours. Following exposure, the ECs were assayed for viability using the MTT Viability Assay. The results are reported as mean ± standard error of the mean as % relative viability; n ≥ 8 for each condition tested. *p < 0.05 compared to vehicle.](image)

3.2 Effect of LPS on MVEC viability

ECs were plated at a density of $5.0 \times 10^4$ cells/well in 96-well tissue culture plates and allowed to attach for 24 hours. The cells were then exposed to media, vehicle (PBS), or increasing concentrations of LPS (0.03–10 µg/mL) for 24 hours at 37 °C. The ECs were evaluated using the MTT Viability Assay. Following exposure to LPS, no concentration of this compound induced any visible cell death in any of the ECs examined (data not shown).

3.3 Effect of BCAH on MVEC viability

ECs were plated at a density of $5.0 \times 10^4$ cells/well in 96-well tissue culture plates and allowed to attach for 24 hours. The cells were then exposed to media, vehicle (H_2O), or increasing concentrations of BCAH (0.01–100 µg/mL) for 24 hours at 37 °C. The ECs were evaluated using the MTT Viability Assay (Figure 2). Following exposure to BCAH, significant cell death was seen at concentrations ≥ 300 µM in HMEC-1. Significant cell death was observed in
BCAH-treated HMVEC-D at concentrations ≥ 100 µM. HMVEC-L appeared to be the most sensitive ECs to BCAH where concentrations ≥ 10 µM induced significant cell death in these cells.

Figure 2. Effects of BCAH on MVEC viability. (A) HMEC-1, (B) HMVEC-D, and (C) HMVEC-L were exposed to increasing concentrations of BCAH (0.03–10,000 µM; closed bars), media alone (open bars), or vehicle (H₂O; cross-hatched bars) for 24 hours. Following exposure, the ECs were assayed for viability using the MTT Viability Assay. The results are reported as mean ± standard error of the mean as % relative viability; n ≥ 8 for each condition tested.

*p < 0.05 compared to vehicle.

3.4 Effect of selected toxicants on cellular impedance in HMEC-1

The HMEC-1 cells were grown to confluence on E-Plate® 16s for 72 hours at 37 ºC and then exposed to increasing concentrations of malathion (100–300 µM), malaoxon (100–300 µM), LPS (10–3,000 ng/mL), BCAH (0.003–3 mM), vehicle, or media alone for 16 hours. Cellular impedance was measured every 15 minutes following the exposures (Figure 3). Reductions in normalized CI were observed following malathion (100 µM) treatment at 5–6 hours post-exposure, while exposures to an increased concentration of malathion (300 µM) induced reductions at 1–3 hours post-exposure (Figure 3A). With both concentrations examined, this loss in normalized CI stabilized between 8–10 hours post-exposure remaining until the end of the experiment. A similar timeline of a reduced normalized CI was observed with both concentrations of malaoxon (Figure 3B), although the reduction was slightly more pronounced with this compound. The effects of LPS on normalized CI were also examined in these cells (Figure 3C). All of the concentrations of LPS (10–3,000 ng/mL) caused a reduction in normalized CI. Reductions were observed at approximately 1–2 hours following initial exposure and never returned to baseline during the 16-hour experiment. When examining the effect of BCAH on HMEC-1s, only concentrations of 1 mM and 3 mM induced any reductions in normalized CI (Figure 3D). Both of these concentrations of BCAH caused cellular death in these cells, suggesting that the observed reduction in normalized CI is due to cell death and not the formation of cellular gaps.

Figure 3. Cellular impedance changes in cultured HMEC-1 following treatment with selected toxicants. HMEC-1 cells were exposed to increasing concentrations of (A) malathion (100–300 µM), (B) malaoxon (100–300 µM), (C) LPS (10–3,000 ng/mL), or (D) BCAH (0.003–3 mM), media alone, or vehicle for 16 hours. The results are expressed as mean of the normalized cell index (n ≥ 5 for each experimental condition).
3.5 Effect of selected toxicants on cellular impedance in HMVEC-D

The HMVEC-D cells were grown to confluence on E-Plate® 16s for 72 hours at 37 °C and then exposed to increasing concentrations of malathion (100–1,000 µM), malaoxon (100–1,000 µM), LPS (10–3,000 ng/mL), BCAH (0.01–0.3 mM), vehicle, or media alone for 16 hours. Cellular impedance was measured every 15 minutes following the exposures (Figure 4). Following exposure to malathion or malaoxon, there was no observable reductions in normalized CI with the exception of the 1,000 µM malaoxon exposure (Figure 4A&B). This reduction was likely due to the induction of cellular death in response to malaoxon treatment; this concentration of malaoxon reduced cellular viability as shown in the MTT assay (Figure 2). We also examined the effects of LPS (10–3,000 ng/mL) on normalized cell index in HMVEC-D (Figure 4C). The results from these experiments were very similar to those seen with HMEC-1 cells. There was an approximate 1–2 hour time lag following initial exposure and reduction in normalized CI. This reduction lasted several hours and only slightly recovered from peak reductions. As seen with HMEC-1s, there did not appear to be a dose-dependent relationship between LPS and reductions in normalized CI. In addition to malathion, malaoxon, and LPS, we also examined the effect of BCAH (0.01–0.3 mM) on normalized CI (Figure 4D). In these treatments, we did observe a dose-dependence between BCAH concentration and reductions in normalized CI, but these concentrations seemed to correlate with BCAH concentrations that induced cellular death. These results suggest that BCAH does not induce cellular retraction and the formation of intercellular gaps but alters the endothelial barrier through cell death.

![Figure 4. Cellular impedance changes in cultured HMVEC-D following treatment with selected toxicants. HMVEC-D cells were exposed to increasing concentrations of (A) malathion (100–1,000 µM), (B) malaoxon (100–1,000 µM), (C) LPS (10–3,000 ng/mL), or (D) BCAH (0.01–0.3 mM), media alone, or vehicle for 16 hours. The results are expressed as mean of the normalized cell index (n ≥ 6 for each experimental condition).](image)

3.6 Effect of selected toxicants on cellular impedance in HMVEC-L

The HMVEC-L cells were grown to confluence on E-Plate® 16s for 72 hours at 37 °C and then exposed to increasing concentrations of malathion (100–1,000 µM), malaoxon (100–1,000 µM), BCAH (0.01–1 mM), vehicle, or media alone for 16 hours. Cellular impedance was measured every 15 minutes following the exposures of the selected toxicants (Figure 5). Similar to HMVEC-D, treatment with malathion or malaoxon failed to reduce the normalized CI with the exception of the 1,000 µM concentration of malaoxon (Figure 5A&B). This change appears to be related to the induction of cell death following treatment based on the results of the MTT assay on the cells. Following treatment
with BCAH (0.01–1 mM), only a concentration of 1 mM induced any changes in normalized CI. As with malaoxon, this concentration is associated with the loss of cell viability as shown in the previous MTT assays.

![Figure 5](image)

Figure 5. Cellular impedance changes in cultured HMVEC-L following treatment with selected toxicants. HMVEC-L cells were exposed to increasing concentrations of (A) malathion (100–1,000 µM), (B) malaoxon (100–1,000 µM), or (C) BCAH (0.01–0.3 mM), media alone, or vehicle for 16 hours. The results are expressed as mean of the normalized cell index ($n \geq 6$ for each experimental condition).

4. CONCLUSIONS

In the current study, we have examined the effects of four different toxicants on a MVEC line (HMEC-1) as well as primary MVECs (HMVEC-C, HMVEC-D, and HMVEC-L). Treatment with the organophosphate compounds malathion and malaoxon, as well as the chemotherapeutic compound BCAH, induced a dose-dependent reduction in cell viability in all cells examined. Treatment of the MVECs with LPS failed to produce any toxicity at concentrations as high as 10 µg/mL. Overall, it appears that the HMEC-1s are more resistant to the toxic effects of the compounds tested compared to the primary MVECs that were used in this study. In HMEC-1, malathion/malaoxon disrupted the endothelial barrier in concentrations that did not induce cell death. This was different than the primary MVECs examined, whereas only concentrations of malathion/malaoxon that were shown to be toxic caused any changes in barrier function as demonstrated by normalized CI. Our results also show that BCAH only disrupted the endothelial barrier at concentrations that caused cellular death in all cells examined. It is interesting to note that LPS disrupted the endothelial barrier in all MVECs examined in a time-dependent manner. This effect does not appear to be dose-dependent. All concentrations of LPS (10–3,000 ng/mL) examined induced similar reductions in normalized cell index regardless of concentration. Throughout this study, we have observed that HMVEC-C are very difficult to culture and have an extremely limited number of cell doublings. Due to this, we have concluded that these cells should only be used in specific circumstances when trying to answer specific questions regarding the cardiac endothelium.
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ABSTRACT

The metal oxides, TiO\textsubscript{2} and SiO\textsubscript{2}, were aerosolized expulsively and then characterized, using several different techniques, in an effort to determine the surface charge imparted upon the particles via the aerosolization process. Particle charge distribution measurements were conducted via the employment of a custom scanning mobility particle sizer. The results of the charge distribution measurements indicated that expulsive generation of 0.2 µm SiO\textsubscript{2} particles produced aerosols with upwards of 6\textsuperscript{+} charges on the surface of the particle. Determination of the degree of surface charging led to the use of non-traditional techniques to explore the impact of additional surface charge on the overall reactivity of the metal oxides, specifically TiO\textsubscript{2}. TiO\textsubscript{2} was aerosolized, again expulsively, onto a gold-coated tungsten mesh, which was then evaluated with transmission infrared spectroscopy in an ultra-high vacuum environment. The TiO\textsubscript{2} aerosols were exposed to both H\textsubscript{2} and CO, respectively. Upon exposure to H\textsubscript{2}, there was no observable rise in the baseline of the IR spectrum, as is typically seen for TiO\textsubscript{2}, due to the population of electrons into the shallow trapped states and subsequent promotion of the electrons into the conduction band. This result suggests that the additional charge imparted via aerosolization fills the trapped states, therefore no rise is seen upon exposure to H\textsubscript{2}. Dosing the TiO\textsubscript{2} aerosols with CO showed no adsorption of CO on the surface, even at lower temperatures (∼100 K), indicative of one of two possibilities: 1) the concentration of aerosols present on the surface is not high enough to detect CO binding to the material, or 2) the additional charge on the aerosol surface prevents the CO molecules from adsorbing to the TiO\textsubscript{2} surface. Future testing will explore a higher concentration of TiO\textsubscript{2} aerosols exposed to CO at low temperatures.

Keywords: aerosol, particle, charge distribution, infrared, metal oxide, reactivity

1. INTRODUCTION

Many factors can affect the chemical reactivity of a material, such as surface area, concentration, physical state, and temperature, to name a few. When a material is aerosolized, it exists in a physical state unlike any other, one with characteristics that are still not well understood. One of the most important and intriguing features of the aerosol state is the charge present on the particles. The inherent charge can impact the particle’s interactions, as well as chemical reactions taking place on its surface, ultimately affecting processes like agglomeration and atmospheric aging.\textsuperscript{1}

Figure 1. Transmission infrared spectrum of aerosolized TiO\textsubscript{2} and TiO\textsubscript{2} powder.
Initial studies focused on charge characteristics showed a difference in the spectral signature of TiO$_2$ powder and expulsively generated TiO$_2$ aerosols (see Figure 1). Systematic experimentation led to the conclusion that the features observed in the aerosol IR spectra were a result of the aerosolization process, as opposed to artifacts of the experimental setup.$^2$ With the knowledge that surface charge on the generated particles is a consequence of aerosolization, it was hypothesized that the additional charge from aerosolization can also impact the reactivity of the TiO$_2$. From the literature, TiO$_2$ is known to possess shallow trapped states within its band gap.$^3$-$^11$ Depending upon the treatment of the material, the trapped states can easily be filled with excess electrons and those electrons can then be promoted to the conduction band via thermal excitation or IR illumination.$^{11}$ The detection of conduction-band electrons (CBE) is possible through the observation of a distinct background rise from 4000 cm$^{-1}$ to $\sim$1000 cm$^{-1}$. For reduced TiO$_2$ (i.e., vacuum treatment at elevated temperatures (960 K)), exposure to O$_2$ will reverse the background rise associated with the CBEs, as the O$_2$ acts like an electron scavenger and collects the delocalized CBEs. Oxygen dosing was utilized for further confirmation of the presence of surface charge as a result of the aerosolization process. TiO$_2$ powder pressed into a W Mesh, with no pretreatment, showed no change in the overall background (i.e., no rise between 4000 to $\sim$1000 cm$^{-1}$), indicating no occupation of the shallow trapped states just below the conduction band, see Figure 2A. However, the graph in Figure 2B, shows a distinct decrease in the overall background for the spectrum of TiO$_2$ aerosols exposed to $\sim$1.2 Torr of O$_2$. The excess surface charge deposited during aerosol generation occupies the shallow trapped states, is then promoted to the CB during IR interrogation, and then is removed via exposure to O$_2$.

Figure 2. (A) Spectra of TiO$_2$ powder before and after exposure to $\sim$1.2 Torr of O$_2$. No change in the baseline suggests empty shallow trapped states. (B) Spectra of TiO$_2$ aerosols before and after exposure to $\sim$1.2 Torr of O$_2$. The decrease observed in the overall background indicates the excess charge generated during aerosolization occupies the shallow trapped states, resulting in CBEs over the sample when it is illuminated with IR light.

In this study, we used H$_2$ and CO to probe the impact surface charge from aerosolization has on the reactivity of the Au/TiO$_2$ system. Au/TiO$_2$ reactivity is extensively documented in the literature; therefore, it may be possible to attribute deviations observed to the presence of excess charge.

2. EXPERIMENTAL

2.1 Materials

Aeroxide® P25 TiO$_2$ was purchased from Sigma-Aldrich® and used without further purification. Lanthanide-tagged SiO$_2$ particles were used without further purification. The SiO$_2$ particles were custom made by Fiber Optic Center, Inc. using AngströmSphere™ silica spheres. The SiO$_2$ particles characterized in these studies were 200 nm (± 10 %) in diameter.

2.2 Aerosolization

All materials were aerosolized using sonic nozzles based on the SRI annular nozzle design, shown in Figure 3.$^{12}$ The sonic nozzle is comprised of an internal tube with a high-pressure air flow passing around said tube and exiting through
an orifice. The configuration results in a Venturi Effect, which pulls material from the sample reservoir and through the nozzle, where it will experience disruptive forces causing deagglomeration and aerosolization.

For samples interrogated with transmission infrared spectroscopy (TIR), the TiO\textsubscript{2} powder was aerosolized inside of a Lexan™ aerosol generation box. The samples (W mesh, Au-coated W Mesh) were placed on the bottom of the box prior to aerosolization. Aerosols were generated for 10 seconds, then the particles were allowed to settle on the sample surfaces for at least one hour.

For samples generated for particle size distribution (PSD) and particle charge distribution (PCD) measurements (SiO\textsubscript{2} and TiO\textsubscript{2}), the powders were contained inside sealed vials, connected to the sonic nozzle via metal tubing. The powder was aerosolized into the sample drum, see Figure 4, from which samples were pulled for characterization.

**Figure 4. Sample drum utilized for PSD and PCD measurements.**

### 2.3 Instrumentation

The aerosolized samples were interrogated with TIR spectroscopy inside of the custom mid-infrared aerosol chemistry chamber (MIRACC); sample mount schematic and picture shown in Figure 5. The TIR spectroscopy was performed using a Thermo Scientific™ Nicolet™ 6700 Fourier transform infrared spectrometer equipped with a mid-IR source and MCT Type A detector, allowing for an observable range of 4000–650 cm\textsuperscript{-1}. Spectra are the sum of 1,024 scans acquired at a resolution of 2 cm\textsuperscript{-1}. 
Figure 5. Schematic (left) and image (right) of the sample mount and W mesh used to perform TIR spectroscopy of the metal oxides (both powder and aerosols).

For size and charge distribution measurements, electrical mobility measurements were made using a scanning mobility particles sizer (SMPS). To determine the charge fraction of particles from the mobility measurements, the size distribution of particles must first be collected. Several instruments are utilized for PSD measurements. These instruments are based on different technologies; therefore, the PSD measurements were cross-validated. The instruments used include a customized high-flow SMPS, wide-range particle spectrometer (WPS), ultra-high sensitivity aerosol spectrometer (UHSAS), and aerodynamic particle sizer (APS). The measurement range for each instrument is shown in Table 1.

Table 2. Instruments applied for particle size distribution measurements.

<table>
<thead>
<tr>
<th>Technology</th>
<th>High-flow SMPS</th>
<th>WPS</th>
<th>UHSAS</th>
<th>APS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>electrical mobility</td>
<td>electrical mobility</td>
<td>optical</td>
<td>aerodynamic</td>
</tr>
<tr>
<td>Size range (µm)</td>
<td>0.005–3</td>
<td>0.01–0.4</td>
<td>0.1–1</td>
<td>0.5–20</td>
</tr>
</tbody>
</table>

The schematic diagram of the experimental setup for PSD measurements is shown in Figure 6. The sonic nozzle was placed in a 20-gallon drum (Figure 4), compressed air was supplied to the nozzle at different pressures (e.g., 70 psi, 80 psi) and the aerosolized particles are dispersed into the drum. The concentrations of the dispersed particles are then measured using the four instruments listed in Table 1.

Figure 6. Schematic diagram of experimental setup for particle size distribution measurements.
The high-flow SMPS is composed of a customized high-flow dual-channel differential mobility analyzer (HDDMA) for large size-range classification, and a condensation particle counter (CPC). The picture and schematic diagram of the HDDMA is shown in Figure 7. Compared with the conventional DMA, the HDDMA has a significantly larger radius which makes operation at high flow rates (sheath flow of \( \sim 100 \text{ LPM} \)) possible. However, for the purposes of this study—to measure the size distribution of particles with a broad size range (<100 nm up to 3 \( \mu \text{m} \))—the HDDMA is operated with a lower sheath flow rate (\( \sim 20 \text{ LPM} \)), much less than the sampling condition for which it was designed. The instrument was evaluated at the necessary sampling conditions for accurate data analysis.

### 2.4 HDDMA/multiple charge algorithm

The charge distribution is determined by first directly measuring the mobility distribution of the dispersed particles with HDDMA without the neutralizer in place, as shown in Figure 8. A CPC is used to measure total particle concentration, and the UHSAS is employed to capture any changes in the PSD as a function of the experimental setup (i.e., removal of the charge neutralizer). The charge number and corresponding fractions can be obtained from the particle size and mobility distribution according to the equation

\[
Z_p = \frac{neC_c}{3\mu D_p},
\]

where \( D_p \) is particle diameter, \( Z_p \) is electrical mobility, \( n \) is the number of elementary charges, \( e \) is the elementary charge, \( C_c \) is the Cunningham Correction factor, and \( \mu \) is the air viscosity.

![Figure 8. Schematic diagram of experimental setup for PCD measurements.](image-url)
3. RESULTS AND DISCUSSION

3.1 Particle size distribution

PSDs were collected using the four instruments listed in Table 1. The PSDs of 0.2 µm SiO$_2$ are shown in Figure 9. Three of the four instruments (APS is out of range) capture the mode peak at 0.2 µm. In addition to the narrow peak at 0.2 µm, there is also a significant fraction of larger size particles. The fraction of larger particles implies that, 1) the commercial SMPS system cannot capture the complete particle size distribution, and 2) multiple charging plays a very important role which must be considered during data inversion. The PSD data is inverted using a newly developed multiple charging correction algorithm, which allows for correction of the PSD due to contributions from multiply-charged particles to the size distribution measurements.

3.2 Particle charge distribution

Upon removal of the charge neutralizer (see setup in Figure 8) upstream of the HDDMA, the mobility distribution is obtained. The mobility distribution for 0.2 µm SiO$_2$ particles is shown in Figure 10, represented by the black open circles. Using the particle size distribution measurement, the charge distribution can be predicted, depicted by the red dash line in Figure 10. The charge fractions are then obtained from inversion of the matrix

$$S = \begin{bmatrix}
N_{1,1} & N_{1,2} & \cdots & N_{1,P} \\
N_{2,1} & N_{2,2} & \cdots & N_{2,P} \\
\vdots & \vdots & \ddots & \vdots \\
N_{M,1} & N_{M,2} & \cdots & N_{M,P}
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2 \\
\vdots \\
f_P
\end{bmatrix},$$

where $S$ is the mobility distribution measured by the HDDMA. For simplicity, the size distribution (dN/dlog$D_p$) is shown as $N$ (with a size channel up to $M$ and charge number up to $P$). The fraction $f_i$ is then obtained from the inversion. The resultant charge fractions show individual particles with charge values of up to 6+ for 0.2 µm SiO$_2$.
3.3 Chemical reactivity—H₂ exposure

In order to investigate the impact of surface charge on the chemical reactivity of the aerosolized material, several well-defined systems were studied. Based on the work of Panayotov et al., several experiments were performed on a Au/TiO₂ sample. Panayotov’s research showed that upon exposure to molecular H₂, the Au particles in nanoparticulate Au/TiO₂ cause dissociation of H₂. The generated atomic H hydroxylates the Au–O–Ti linkages surrounding the boundaries of the gold particles. Subsequent to the hydroxylation, hydrogen diffuses into the bulk where it donates electrons to shallow trap states located just below the conduction band. Once the sample is illuminated with IR light, the broad, featureless absorbance from 4000 cm⁻¹ to ~1000 cm⁻¹ is observed, similar to that seen for reduced TiO₂. TiO₂ powder and aerosols were exposed to ~1 Torr of H₂ in an ultra-high vacuum chamber and characterized before and after dosing using TIR. Figure 11A shows the pre- and post- H₂ exposure spectra for TiO₂ aerosols deposited on a Au-coated W mesh. The spectra are identical with no observable change in the baseline, suggesting that the aerosolized sample already possesses electrons within its shallow trapped states, potentially from the surface charge imparted via the aerosolization process. When the aerosol data is compared to the powder samples (Figure 11B), a small change is seen in the background. The powdered surface has empty trapped states (because there is no surface charge present), therefore upon dosing with H₂, atomic H is taken up, and there is a change in the overall background, along with an observable reactivity to form H₂O.
3.4 Chemical reactivity—CO exposure

The last series of reactivity studies were performed with CO, as a probe molecule. Literature studies have shown that the accumulation of excess charge in TiO$_2$ will show a decrease in the interaction of CO. TiO$_2$ powder pressed into a Au-coated W mesh was cooled to $\sim$100 K, then exposed to 1 Torr of CO. The powder sample did show the uptake of CO at low temperatures—the interaction characterized by a peak at 2165 cm$^{-1}$. The peak position indicates
CO binding to a Ti$^{4+}$ cus site. The aerosolized TiO$_2$ sample, also on a Au-coated W mesh, was cooled to ∼100 K and dosing with 1 Torr of CO. However, no CO was observed to interact with the aerosolized sample, see Figure 12.

![Figure 12. TiO$_2$ aerosols and powder, on a Au-coated W mesh, exposed to CO. Even at low temperatures, CO was only observed to interact with the powder sample.](image)

4. CONCLUSIONS

Metal oxides, TiO$_2$ and SiO$_2$, were aerosolized and subsequently characterized to determine the inherent charge imparted during aerosolization, as well as understand the impact said charge had on the particle’s reactivity. The PCD for 0.2 µm SiO$_2$ particles detected a notable fraction of the particles that possessed 6+ charges. The high amount of surface charge present after expulsive generation was further evaluated, with respect to how it affected the reactivity of TiO$_2$ with H$_2$ and CO. In the case of H$_2$, it prevented the dissociation of molecular H$_2$ into atomic H, and for CO, initial data suggests the additional charge may prevent the polar molecule from interacting with the surface, even at lower temperatures. Future testing will involve varying the concentration of aerosols for potential quantification of these effects, as well as exploring artificially imparted excess charge (> 10+).
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**ABSTRACT**

Bacterial nanocellulose has been shown as a remarkably versatile nano-biomaterial with a variety of applications in medicine, defense, electronics, and optics. In contrast to plant cellulose, bacterial nanocellulose has several advantages—high purity and crystallinity, large surface area, durability, and biocompatibility—making it widely used as a multifunctional material. While advantageous in many ways, bacterial nanocellulose materials can be difficult to manufacture and process into useable forms. In many instances, bacterial nanocellulose pellicles are not uniform in their composition. This is often due to a heterogeneity of cell density, often leading to large clusters of dense cellular growth. The aim of this research is to study the mechanism of quorum sensing molecules, specifically homoserine lactones, and their effect on the production of bacterial nanocellulose utilizing a synthetic biology approach. We believe that the bacterial nanocellulose morphology can be controlled through manipulation of the quorum sensing pathways of the bacterium. In this first-year effort, we investigated the fundamental factors that affect the growth of nanocellulose biofilm. The resulting data show that there is a direct correlation with the type of the quorum sensing molecules introduced during growth phase—the yield of bacterial nanocellulose is affected by the position and age of the static growth layer. Also, preliminary morphological studies showed a direct impact of the homoserine lactone molecules and the thickness of the fiber based on scanning electron microscope data. These experimental data will enhance our understanding and optimization of the quorum sensing molecule signals and expression levels, to improve bacterial nanocellulose production and customization.

**Keywords:** bacterial nanocellulose, biofilm, pellicles, materials, quorum sensing, homoserine lactones

**1. INTRODUCTION**

Nanocellulose materials can be obtained from two vastly different sources. Nanocellulose fibrils can be isolated from plant biomass or from bacterial-based sources—mainly the \textit{Gluconacetobacter} genus. The bacterial cellulose, referred to as bacterial nanocellulose (BNC), is a remarkable material that has desired chemical and physical properties that make it very useful in various applications including tissue engineering, medicine, defense, fabrics, and electronics. However, the plant-based nanocellulose material is energetically costly and laborious to manufacture. Additionally, while the small rod-like structures can be used in the production of thin films and other materials, the physical properties of the materials are often reduced compared to those of the bacterial-based ones.

BNC is formed at the air–media interface of active \textit{Gluconacetobacter xylinus} cultures. BNC nanofibers are synthesized from glucose units by \textit{Acetobacter} cellulose synthase operon proteins and secreted by forming an interconnected cellulose “pellicle” around cells.\textsuperscript{1-3} BNC pellicles are comprised of long cellulose fibrils that intertwine with each other and are highly free from other chemical compounds like lignin and pectin. BNC films often demonstrate a higher strength and flexibility than plant-based ones.\textsuperscript{4} BNC can also be easily modified and functionalized through genetic engineering and/or synthetic biology approaches.\textsuperscript{5-11} While advantageous in many ways, BNC materials can be difficult to manufacture and process into useable forms. In many instances, bacterial cellulose pellicles are not uniform in their composition. This is often due to a heterogeneity of cell density which often leads to large clusters of dense cellular growth. While methods have been developed to circumvent some of these during BNC production, abnormalities and irregularities in the pellicles are still encountered, no success has been achieved to date with controlling the fibril density, mechanical properties of the film, or rate of production.
Homoserine lactones (HSL) are vital quorum sensing (QS) molecules that enable bacterial cells to regulate growth and behavior of their community. HSLs consist of various acyl side chains of 4–14 carbon atoms and may also contain double bonds. The carbon chain of HSLs can be hydroxylated or oxidized to a carbonyl-carbon—resulting in quite different physicochemical properties. HSLs are the most common QS signals in Gram-negative bacteria and coordinate important temporal events—specifically, the formation of biofilms in nature and in humans.\textsuperscript{12–13} Little has been known about the correlation between bacterial cellulose production, fibril density, pellicle thickness, and the expression of different HSL QS molecules. As such, we will address vial questions related to the proposed hypothesis, such as: 1) the kinetic impact of the QS signals of the HSLs on the synthesis of the BNC, 2) the rate of the cellulose production is affected at specific time points in the presence or absence of QS molecules, and 3) the contribution of each QS molecule to the production of cellulose and its impact on its fibril density and pellicle thickness.

Prior to utilizing BNC in various applications, it is imperative that fundamental research is performed to seek the ideal BNC composition for each individual application. There are many factors that could assist the BNC to perform to its maximum potential. For instance, morphological characterization and physical properties of the BNC (i.e., pore size, nanofiber diameter, and density) could all affect how well the BNC performs in each application. The objective of this first-year research is to grow the bacterial cellulose under different growth conditions, including the addition of different HSL signaling molecules to the growth media of each pellicle. Also, different concentration levels of the HSL molecules were added. Our initial data showed that while the type of HSL molecule does affect the morphology and physical properties of the BNC, varying the concentration of the HSLs did not affect the physical or morphological properties of the BNC. The data showed that it is possible to correlate the impact of HSLs, acting as QS molecules, with that of the morphological characteristic of the BNC.

2. MATERIALS AND METHODS

2.1 Bacterial strains

The bacterial strain used to produce the nanocellulose was \textit{G. xylinus}. The bacterial strain was obtained from ATCC as \textit{G. xylinus} strain 10245 (Manassas, VA). The \textit{G. xylinus} strain was cultured in Hestrin and Schramm medium (HS medium) with 2 % glucose (wt/vol). The stock bacterial culture was added to 10 mL of HS media in 50-mL conical tubes and was grown at 27 °C over 3–7 days depending on the amount of biofilm formation. The growth was done under static culture in which no agitation of the culture broth was performed. Once the bacterial cellulose biofilm formed, it was removed for further processing and characterization.

2.2 Cellulose production and purification

The bacterial cellulose formed, on average, after 72 hours of growth time. The formation of bacterial cellulose occurred in static culture; cells were grown in 50-mL conical tubes containing 10 mL of HS medium at 27 °C for 3–7 days. The cellulose pellicles were then isolated and purified by treating them with 0.5 % NaOH at 100 °C for 1 hour, followed by extensive washing with milli-Q® H\textsubscript{2}O to remove the excess NaOH solution and reduce the pH. The pH of the pellicle was checked periodically throughout the water washing step and was maintained at 4–5. Following the water wash, the pellicles were dried out at 30 °C for 24 hours and then weighed on an analytical balance. The mass obtained was normalized to include the culture volume used in order to compare the pellicle’s yield from the addition of different HSLs. Pellicles that were cleaned but not processed were kept in 0.1 M sodium azide solution.

2.3 Solvent extraction of HSLs from the BNC pellicles

The extraction of the HSLs for MS analysis was done following the method reported by Shaw et al.\textsuperscript{14} Briefly, after BNC pellicles were collected, the supernatant was centrifuged to remove bacterial cells and any cellular debris. Centrifugation occurred at 14,000 rpm for 15 minutes at a controlled temperature of 4 °C. Following centrifugation, the supernatant was extracted with either 100 % or 50 % cold MeOH solutions. The latter step was repeated three times for each of the methanol solutions. The extract was allowed to evaporate at room temperature and then resuspended in 2 mL milli-Q® H\textsubscript{2}O and 2 mL of 3X ethyl acetate. The ethyl acetate partition was then evaporated and the residue was resuspended in hexane/ethyl acetate (90/10) prior to solid phase extraction. The solid phase extraction method selected was a silica hydrophilic phase. The column was washed with ethyl acetate then equilibrated with the hexane/ethyl acetate solution (90/10). The elution solvent was a mixture of hexane/ethyl acetate (95/5) ratio. The eluted samples were transferred to the MS vials for analysis.
2.4 Characterization of the bacterial proteins of the BNC pellicles
The extracted bacterial suspension from the BNC pellicles were vortexed followed by 2 minutes of lysis using bead beating process. The lysed supernatant was decanted into a new 2-mL tube and centrifuged at 6,600 × g (15,000 rpm) for 20 minutes to pellet the bacterial cells. The subsequent protocol for the denaturing and trypsin digestion of the extracted proteins from the BNC pellicles was followed. The resulting tryptic peptides were analyzed using LC-MS/MS.

2.5 LC-MS/MS analysis of the extracted BNC supernatants
The extracted HSLs were separated using a capillary Hypersil C18 column (300 Å, 5 µm, 0.1 mm i.d. x 100 mm) by using the Thermo Scientific™ EASY-nLC™ system. The elution was performed using a linear gradient from 98 % A (0.1 % formic acid in water) and 2 % B (0.1 % formic acid in ACN) to 60 % B over 60 minutes at a flow rate of 200 µL/min, followed by 20 minutes of isocratic elution. The resolved analytes were electrospayed into a Thermo Scientific™ Q Exactive™ Orbitrap mass analyzer (at a flow rate of 0.2 µL/min). Product ion mass spectra were obtained in the data dependent acquisition mode consisting of a survey scan over the m/z range of 400–2,000 followed by a single scan on the most intense precursor ions activated for 30 milliseconds by an excitation energy level of 35 %. A dynamic exclusion was activated for 3 minutes after the first MS/MS spectrum acquisition for a given ion.

2.6 Protein database and database search engine
A protein database was constructed in a FASTA format using the annotated bacterial proteome sequences derived from fully sequenced chromosomes of all available bacterial strains and more than 120 common laboratory contaminant proteins. The program PERL (http://www.activestate.com/Products/ActivePerl; accessed April 2018) was used to download these sequences automatically from the National Institutes of Health National Center for Biotechnology site (http://www.ncbi.nlm.nih.gov; accessed April 2018). Each database entry for a given protein sequence has information about a source organism and about a genomic position of the respective open reading frame (ORF) embedded into a header line. The constructed bacterial proteome database resulted from translating putative protein-coding genes and consists of the corresponding amino acid sequences of potential tryptic peptides from the included bacteria and the common laboratory's contaminants. COMET15 (open source) was used to generate the in silico tryptic peptides; two missed cleavages were allowed during this process.

The experimental MS/MS spectral database of bacterial peptides was searched using the COMET algorithm against the constructed proteome database of microorganisms. The COMET thresholds for searching the product ion mass spectra of peptides were correlation score (Xcorr), relative correlation score (ΔCn), specificity (Sp), relative specificity (RSp), and change in the mass of the peptide (ΔMpep). The top peptide hits generated by COMET were filtered with a ΔCn > 0.1 and the filtered hits were accepted as peptide identifications when their correlation scores (Xcorr) were higher than the thresholds that allowed generating a desired false discovery rate (FDR) value.15 A protein is identified as present when it is matched with at least two or more validated peptides in an analyzed sample. The ABOid algorithm infers identification of the analyzed sample using assignments of organisms to taxonomic groups (phylogenetic classification) based on an organized scheme that begins at the phylum level and follows through classes, orders, families, and genus down to the strain level.

2.7 Raman chemical imaging spectroscopy measurements
The Raman chemical imaging analysis of the BNC samples were taken in Stokes vibrational spectra. The Raman spectroscopy experiments were performed using a WITec alpha300 R confocal Raman microscopy system. A 100X microscope objective in the Raman microscopy was used. A Rayshield™ notch filter was used to provide low-frequency Raman spectral features (from a wavenumber of 10 cm⁻¹). The laser used was a solid-state laser with a wavelength of 532.1 nm. A wavelength of 532 nm was used for excitation, with a power of ~2 mW incident on the substrate. The Raman-scattered light was collected in the backscattering configuration and transmitted through a 100-µm slit to a 600 grooves/mm grating, which dispersed the light onto a thermoelectrically cooled charged-coupled device camera (WITec DV401 A). A spectral resolution of approximately 5 cm⁻¹ was obtained. Spectra were acquired with 5-second to 10-second acquisition times. At a lower Raman shift, spurious contributions from the elastic line can be detected by measuring the scattering from a metal surface. In the anti-Stokes side, our spectrometer instrument response is better, which allowed us to measure the Raman spectrum down to 5 cm⁻¹ of the Raman shift. The sample image in the entrance spectrometer plane was selected in such a way that the contribution from the glassy slide did not come into the spectrometer. No polarization selection was used.
2.8 SEM measurement of BNC pellicles

Measurements were performed with a Phenom ProX desktop SEM. A beam energy of 15 keV was used to obtain the images shown. The samples were coated with \(\sim 30\) nm of gold using a vacuum thermal evaporator system prior to the measurements to reduce charging and beam damage effects from the electron beam. The SEM is also equipped with energy dispersive spectroscopy capability, allowing for determination of the elemental content of the analyzed materials.

3. RESULTS AND DISCUSSIONS

3.1 MS analysis of extracted supernatant from BNC pellicles

The extracted supernatant from the BNC pellicle was analyzed using LC-MS/MS in order to determine the HSL excreted by the \(G.\ xylinus\) during the biofilm formation. Figure 1 shows the full mass spectrum of the extracts, showing that there are four major peaks that were scanned in MS/MS mode to reveal the chemical structure and infer a chemical identity. The MS/MS for two of the HSLs—decanoyl homoserine lactone (DHL) and dodecanoyl homoserine lactone (DDHL) are also shown in Figure 1; the other two HSLs identified were hexanoyl homo lactones (HXHL) and oxydodecanoyl homoserine lactones (ODDHL) (not shown). The HSL identification was achieved through the comparison of their tandem mass spectra with standard spectra for the mentioned compounds. However, it is noteworthy to mention that the tandem mass spectra for the identified HSLs, extracted from the BNC pellicle, have a lower signal-to-noise ratio than standard spectra obtained from stock solutions of the same lactone molecules. This could be due to the presence of impurities in the extraction samples which could be seen in the full mass spectra for these samples. Once these HSLs were identified, we analyzed their stock solutions using same LC-MS/MS method to establish a verification of their mass spectra. Moreover, literature showed these HSL are also identified in the same strain—with the exception of oxydodecanoyl, which is reported with near neighbor strains of the \(G.\ xylinus\) (i.e., \(Pseudomonas\ aeruginosa\) and \(Pseudomonas\ syringae\).)\[^{14}\]

![Figure 1. Mass spectral analysis of the extracted HSLs. (right) full mass spectrum for the extraction LC-MS analysis, (top left) MS/MS spectrum representing the mass spectral signature peaks for DHL, (bottom left) MS/MS spectrum representing the mass spectral signature peaks for DDHL.](image)

The presence of ODDHL molecules in the \(G.\ xylinus\) culture implicated a verification of the strain present, resulting in the analysis of bacterial proteins obtained from processing a lysed bacterial sample of \(G.\ xylinus\). The LC-MS/MS results showed a 95 % confidence level matching between our analyzed sample of \(G.\ xylinus\) and its public entry extracted from the NBCI depository. This was shown using our in-house algorithm, but we also utilized a public protein tool consortium to identify the experimental proteins using a non-redundant and nonrestricive microbial database. Most of the proteins—especially those responsible for cellulose and homoserine synthesis—were strain specific with an E-value at \(2 \times 10^{-17}\) and a 100 % positive identification match with the experimental sequences.
Although cellulose synthase 1 operon protein is present in different BNC-forming strains, some of them are unique and have certain sequence alteration that make them strain unique\textsuperscript{16–19} as shown in Figure 2.

Figure 2. The output result of Uniprot\textsuperscript{®} Consortium proteomic tools for the identification of experimental peptides with non-redundant microbial database containing curated Gram-positive and Gram-negative bacteria.

3.2 Effect of growth time on the yield of BNC pellicles

The \textit{G. xylinus} strain was grown in static conditions and after 5 days a new culture media was added to the top of the same tube that had already formed a BNC pellicle. The new culture media was allowed to grow for another 5 days and, followed by the addition of another 5 mL of the culture media, and then allowed to grow for another 5 days. The resulting solution contained three distinct layers of BNC pellicles, separated by the added media. The three separated layers of BNC pellicles have the one at the bottom of the tube being the oldest (15-day), the middle layer (10-day), and the top layer (5-day). Figure 3a shows the average weight of the BNC pellicle for each layer. The layers were labelled as (T) for top layer, (M) for medium layer, and (B) for bottom layer. The higher the layer, the younger its growth age and vice versa. Figure 3b shows a picture of the growth tube that contained three different layers of BNC pellicles separated by the culture media. These results showed that the weights of the bottom and middle layers were greater than the top layer. This could be attributed to the fact that the bottom and middle layers were exposed to culture media from both below and above the BNC pellicles, thereby receiving additional nutrients with which to form more pellicles. Also, being exposed to more nutrients might produce more bacterial cells that in turn could form more pellicles. However, the top layer did not have culture media above it, thus its pellicle formation depended solely on the amount of nutrients provided by the single layer of growth media below. This data showed a drastic change in the dry weight of the BNC pellicles due to the growth period and to the position of the BNC biofilm layer in such static growth conditions. This observation is important to consider when growing BNC pellicles and could provide a guide to the growth approach of BNC biofilm, depending on the desired production amount and growth time.
Figure 3. Effect of growth stage on the yield of BNC pellicles. (a) shows the average weight of triplicate samples, (b) depicts a pictorial view of the pellicle’s static growth over a period of 15 days—three different layers of BNC pellicles can be seen. Image was cropped for clarity.

3.3 Effect of HSLs on the thickness of BNC pellicles

In order to understand how the type of HSL could potentially impact the physical properties of the BNC pellicles, different HSLs were introduced to the growth media of the BNC pellicles and effect on the thickness of the BNC pellicles was investigated. Measuring the thickness of the BNC pellicles could provide an indication on the potential impact of HSLs on BNC formation. Figure 4 shows the result of introducing five different HSLs to the growth media of G. xylinus. The thickness of the formed pellicles was measured at different growth times (48 hours, 72 hours, and 144 hours). The overall trend shows that there is a maximum increase in the thickness of the pellicle up to 72–96 hours, and then a plateau out pattern after such growth time. The type of HSL shows a more significant impact on thickness up to 72 hours of growth time. Within this time range, the HXHL increase the pellicle thickness the most as compared to other lactones, namely the DHL, DDHL, and ODDHL. Although the thickness of the BNC pellicles do not show any measureable increase after 96 hours of growth, there is no change in the order of HSL molecules that provides the highest thickness. Clearly, there is different impact on the BNC formation based on type of HSLs infused with the culture media during growth phase that could be attributed to change in morphology of the BNC pellicles. The potential explanation for such behavior could be due to the fact that certain signal molecules could have variable impact on signal transduction during BNC pellicle formation, or there is a more efficient route for certain HSLs to induce the cell to produce more of the pellicles. Such explanations need to be validated through genetic manipulation of the genetic factors that affect the production of specific HSLs.
Changing the concentration levels of the added HSLs to the growth media of *G. xylinus* was also investigated. Three different concentration levels were used (0.1 µg/mL, 0.5 µg/mL, and 1.0 µg/mL). The different concentration levels of HSLs were selected to introduce between 5–100 ng of HSL molecules into the growth media based on reported literature. Figure 5 shows the effect of the concentration levels of HSL on the thickness of the BNC pellicle and the result obtained from the addition of HXHL. This HSL was selected because it showed the greatest increase of the BNC pellicle thickness when compared to other HSLs (as shown in Figure 4). However, a change in the added concentration of HSLs did not significantly affect the thickness of the BNC pellicles as shown in Figure 5. The three data sets differ in concentration of the signaling molecule. There was no growth until 48 hours and the growth period plateaued after 144 hours. There is little difference in the thickness when the pellicles are compared by concentration. This could be due to bacterial secretion of sufficient amount of HSL that is enough to initiate the signal process for the BNC pellicle, thus the added amount of HSLs were beyond the needed amount for the regulatory circuit that controls BNC pellicle formation. It should be noted that other HSLs have the same pattern as HXHL (data not shown) with no significant change in the thickness of the pellicle as compared to standard culture of *G. xylinus* with no added HSLs.

**Figure 4. The effect of different HSL molecules on the thickness of the BNC pellicles.**

**Figure 5. Effect of HSL concentrations on the thickness of the pellicles over 144 hours of growth.**

### 3.4 Raman chemical imaging of BNC pellicles

Raman chemical imaging has been shown to be an effective technique to differentiate chemical mixtures present on a given surface. Moreover, Raman chemical imaging can provide imaging modalities by probing tissues and microorganisms at subcellular resolution, providing a visual output of the morphological and chemical details of the tested samples. Raman chemical imaging was utilized in this study to verify that the formed BNC are truly cellulose and can be distinguished from non-cellulose fibril materials. As such, an aluminum slide was spotted with 5 µL of the BNC pellicle residue and was allowed to dry at 27 °C for 2 hours. A field of view image was scanned in the xy field of view and chemical and field of view images were superimposed to provide the montage chemical image shown in Figure 6. In Figure 6a, a montage Raman chemical image reflects the different constituents deposited on the aluminum
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Figure 6b shows the corresponding Raman spectra for each region on the aluminum slide. Figure 6c shows the Raman signature region for cellulose material, especially the peaks at 1362 cm\(^{-1}\) and 1457 cm\(^{-1}\), which are indicative of the presence of a \(\text{CH}_2\) band in the cellulose polymeric materials; once the \(\text{CH}_2\) band becomes deformed it will shift toward 1362 cm\(^{-1}\).\(^{20}\) The cellulose signature peaks are not present in either the green material located on the cellulose fibrils or in the background region that corresponds to supernatant material of the BNC pellicle.

![Figure 6](image)

**Figure 6.** The Raman chemical imaging of effect of different HSL molecules on the thickness of the BNC pellicles. (a) montage Raman chemical image of the field of view, (b) normal Raman spectra for the corresponding region shown in Figure 3a, and (c) represents the Raman signature region that contains specific Raman shifts specific for cellulose polymeric material.

### 3.5 Effect of the HSLs on the morphology of the BNC pellicle

Morphological characterization of the BNC pellicle was investigated using SEM to determine the potential 2D-spatial variation due to the presence of different HSLs in the growth media of *G. xylinus*. The SEM analysis was focused on determining any potential changes of the BNC fiber diameter after the addition of the HSL signaling molecules. The diameter of the nanofibers was measured via the software program Fibermetric\(^\text{®}\) interfaced to a bench-top SEM. SEM images for pellicles from different growth conditions were acquired. The SEM images were collected at 15 keV and 1–5 \(\mu\)m resolution. Six different pellicle samples were analyzed—four of which had HSL signaling molecules and two were control samples with no HSL signaling molecule. Figure 7 shows the output of the SEM measurements with the fiber diameter distribution provided by the Fibermetric\(^\text{®}\) software as histograms for all the available fibers in the field of view. There is variability in the diameter size for the pellicles with signaling molecules when compared to the pellicles without. Moreover, it noteworthy to point out that when the *G. xylinus* was grown in static mode utilizing a petri dish filled with a thin layer of growth media amounting to 5 mL, the formation of thin BNC pellicles was successful. The SEM analysis of this thin film of pellicle showed a non-uniform surface with a sheet-like shape dominating the field of view as compared to the conventional fibril characteristic of the BNC pellicles, which is seen in standard static mode of growth in the 50-mL conical tubes.

Upon calculating the average diameter of the BNC fibers, it was determined that most of the pellicles produced from growth media containing HSLs had a larger average diameter as compared to that of the pellicle grown with no HSLs. However, when the SEM data are compared with the thickness measurements for the same HSLs, a direct correlation can be determined. Figure 8 shows the average diameter of the BNC fibers from different growth phase of BNC pellicles with different HSLs. Figure 8 shows that most of the added HSLs enlarged the diameter of the fibers without altering its shape or integrity. While this explanation is based on our experimental data, further experimental investigation of the factors affecting the enlargement of the pellicle in the presence of HSLs are needed. These experiments will address, on the micro level, the impact of genetic materials responsible for the secretion of HSLs and how the manipulation of these factors can impact the formation of BNC pellicles. Also, atomic force microscopy experiments have been initiated to provide specific information on the 3D-spatial variation of the pellicle morphology.
Such experiments are valuable in terms of providing a more accurate picture on morphological changes and if these changes are a direct result of the presence of HSLs in the growth media for *G. xylinus*.

Figure 7. The SEM analysis of the different cultures containing HSLs. The top panel represents the distribution of the diameter sizes for the field of view of the detected bacterial fibers. The bottom panel represents the SEM images obtained for each BNC pellicle.

Figure 8. The average diameter of the BNC fibers obtained from the SEM data analysis for the different BNC fibers.

### 4. CONCLUSIONS

The experimental results showed that BNC pellicles can be manipulated using different experimental conditions and that signaling molecules seem to have direct impact on their physical properties and morphology. While there is still more work needed to confirm the present findings, they are useful for understanding BNC biofilm formation and how its physical properties are affected by QS molecules. More in-depth research into the genetic materials that control the formation and secretion of the HSL signaling molecules is needed to gain insight on the characteristics of the BNC biofilm formation. Although we were able to identify experimentally four different HSL molecules, this does not indicate that the bacterial strain is not producing different HSL molecules. Modulation of the HSL production by regulatory circuits may influence the BNC biofilm formation and provide a natural way to produce tailored BNC for certain applications. Identifying and characterizing such regulatory process may be useful in developing efficient synthetic biology approaches to produce desired BNC biofilms.

Genomic-based experiments are planned to study the physical properties of BNC pellicles and to provide better understanding of the BNC biofilm formation mechanism during the secretion of HSL signaling molecules. This genetic engineering approach will include utilizing specific enzymes, such as acyl-HSL synthase, that can be altered...
by functionality to produce different types of HSLs. Measuring the expression level of such enzymes are feasible using LC-MS/MS and by comparing its expression level with different BNC-forming bacteria; results will be beneficial toward determining the optimal biological system for BNC production.
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ABSTRACT

Many organisms, including a diverse set of species across many genera, produce a large family of relatively short peptides collectively known as cystine knot proteins. Cystine knot proteins bind to a wide range of protein targets. These peptides, while largely divergent in primary amino acid sequence, share a similar six-cysteine residue motif which forms their characteristic structural feature termed the cystine knot. The cystine knot proteins’ critical features are mainly formed and stabilized by three conserved tightly woven disulfide bonds formed by the cysteines and impart extraordinary thermal and proteolytic stability. The present study seeks to better understand how changes in primary amino acid sequence and spacing between cysteine residues can impact the ability of cystine knots to form. We hypothesize that the conserved cysteine spacing between cysteines III, IV, and V are important for generating a higher percentage of properly folded and linked peptides under oxidative conditions. Therefore, perturbations in the spacing pattern between cysteines III, IV, and V should result in slower folding dynamics or a lower percentage of properly folded peptides. Here, we leverage in silico protein folding and structure modeling tools with conventional protein biochemistry techniques in order to examine the impact that sequence modifications have on the ability of cystine knots to form.

Keywords: cystine knot, peptide, miniproteins, folding, \textit{Ecballium elaterium} trypsin inhibitor-II, disulfide-rich

1. INTRODUCTION

Many chemical and biological defense applications rely heavily on chemically-selective binding. For sensing biological and some chemical threats, immunoassays depend on the high chemical specificity of immunoglobulins (Ig) to detect and identify both toxins and pathogenic organisms.\textsuperscript{1,2} Finding acceptable alternatives to the current state-of-the-art use of proteins is highly desirable.\textsuperscript{3} This is mainly because the chemical-specific binding of proteins, such as with Igs, suffers from a number of significant drawbacks: 1) they are large and expensive molecules to make, typically involving the use of animals for mass production, 2) Igs require precise environmental control to maintain the proper folded shape for the desired biological activity, and 3) when used as a therapeutic, Igs can trigger an immune response, especially if they were produced in an animal. DNA aptamers have been proposed to circumvent these drawbacks; however, DNA uses only four nucleotides as opposed to the 20 amino acids found in proteins, making it difficult to match the binding site diversity of the target protein when using aptamers.\textsuperscript{4-6} Cystine knot proteins (CKP), a large family of short peptides produced by several organisms, can target a broad set of proteins, displaying a high degree of specificity and avidity to their respective targets (Figure 1).\textsuperscript{7} Although CKPs consist of short peptides, 10–50 amino acids long, they can display remarkable variability in their 3D structure, target specificity, and affinity to various receptors.\textsuperscript{7-10} It is reasonable to speculate that variant peptides based on CKPs may surmount the limitations known to affect conventional protein-based immunoassays and therapeutics. The objective of this project is to understand how the amino acid peptide sequence and length of the loop structures of the CKPs control the 3D structure of the molecules. While a significant amount of bioprospecting and comparisons of different structures from various CKPs are underway, few researchers are focusing on exploiting the potential use of this basic framework to target completely different ligands. The disulfide linkages between the cysteine residues are the key to their 3D structure (Figure 1). We hypothesize that the conserved cysteine spacing between cysteines III, IV, and V are important for generating a higher percentage of properly folded and linked peptides under oxidative conditions. Therefore, perturbations in the spacing pattern between cysteines III, IV, and V should result in slower folding dynamics or a lower percentage of properly folded peptides.
Of the different CKP types, the inhibitory CKPs (ICKP) have been the focus of many studies to better understand their structures and intrinsic properties. For example, the 3D structure of several ICKPs has been determined using crystallography and nuclear magnetic resonance spectroscopy. This has required the generation of multiple in vitro reactions to help properly fold the CKPs into their native state and oxidation of all the cysteines to form the correct disulfide bonds. In the process, investigators have discovered that some ICKPs have a higher intrinsic capability to fold in the proper conformation under very simple oxidative conditions. The *Echallium elaterium* (squirting cucumber) trypsin inhibitor II (EeTI-II) is one of the very well characterized ICKPs. The 3D structure of EeTI-II has already been elucidated, both by itself and while binding to trypsin. Critical residues involved in binding and inhibition have also been identified via amino acid substitution and in silico modeling used to study these non-covalent bonds. Amino acids in loop #1 (L1) have been shown to interact directly with the trypsin proteolytic pocket. The bending of this loop is caused by the two adjacent cysteines forming the disulfide bridge, with L5 consisting of a single valine (Figure 1). At least two research groups have introduced alternative binding domains into the various loop regions of EeTI-II to generate molecular tools. Hence, there is a wealth of background literature that can be exploited to help make progress towards testing the hypothesis.

Figure 1. Primary amino acid sequence and 3D structure of EeTI-II. The diagram was obtained from the National Center of Biotechnology Information (U.S. National Library of Medicine, Bethesda, MD) structure database using the iCn3D web tool. Cysteines are designated with Latin numerals.

In order to tackle this problem, a combination of in silico and traditional laboratory bench research was performed in parallel to help explore how changes in loop length and primary amino acid sequence impact the intrinsic capability of the protein to fold properly. At least one research group has used this approach with significant success to help design and generate a synthetic peptide that contained alternative amino acids in place of two critical cysteines; the new peptide folded properly and showed similar physical properties to the wild-type version, even though it lacked a major covalent bond. In a similar manner, this study utilizes in silico folding and structure analysis in silico tools to review or screen effects that changes in amino acid sequence may cause to the intrinsic ability of EeTI-II to form the cystine knot under oxidative conditions. Synthetic versions of the peptide will be generated to study the ability of the peptides to fold and form the cystine knot appropriately under favorable oxidative conditions. The two approaches allow comparison of results and the ability to better understand the effects observed.

2. MATERIALS AND METHODS

2.1 Protein sequence collection and analysis

Primary amino acid sequences for the various ICKPs were downloaded from the National Center of Biotechnology Information protein database (Bethesda, MD, https://www.ncbi.nlm.nih.gov/protein). The sequences were manually aligned using the six conserved cysteines involved in cystine knot formation to identify conserved loop features (data not shown).
2.2 Peptide variant design

The ICKP EETI-II was chosen as the primary backbone since there already is a wealth of information in regard to function and folding information. Previous research has demonstrated that the ability of a high percentage of EETI-II to fold properly in vivo and in vitro was associated with the GPNG amino acid sequence located between cysteines V and IV. This pattern and corresponding effect in helping to initiate proper folding and oxidation introduced a variable that could mask or enhance the effect of the cysteine spacing variation. Hence, the GPNG amino acid pattern was replaced with the NEDE amino acid pattern, which has been shown to still allow proper folding (Table 1). Peptides were purchased from Creative Peptides (Shirley, NY) and New England Peptide, Inc. (Gardner, MA) and were generated using standard fluorenylmethyloxycarbonyl protecting group (Fmoc) peptide synthesis chemistry.

Table 1. Amino acid sequence alignment of various EeTI-II variants designed for this study to study the impact of the cysteine spacing on in vitro folding dynamics. The EeTI-II native sequence is highlighted in gray; the amino acid changes are in bold.

<table>
<thead>
<tr>
<th>Variant</th>
<th>I</th>
<th>L1</th>
<th>II</th>
<th>L2</th>
<th>III</th>
<th>L3</th>
<th>IV</th>
<th>V</th>
<th>L5</th>
<th>VI</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>EETI-II</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>GPNGF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N2</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N3</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N4</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDELRFY</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N5</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>LAV</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N6</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>KSSNLV</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N7</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>LAV</td>
<td>C</td>
<td>NEDELRFY</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N8</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>DNDRGPR</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>LAV</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N9</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDS</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
</tbody>
</table>

2.3 In silico protein sequence folding and analysis

Several in silico tools were installed to perform protein folding and structure analysis: 1) the Rosetta macromolecular modeling software suite; 2) PSI-blast based secondary structure prediction (PSIPRED), a program for predicting protein secondary structure; 3) Jufo 3D Server, a second/alternate program for predicting protein secondary structure; 4) the National Center for Biotechnology Information Basic Local Alignment Search Tool searches and non-redundant peptide databases to help Rosetta find 3-mer and 9-mer peptide structures of known structure; and 5) SPARKS, a program to account for solvent effects.17,18 The PSIPRED program is used to determine the secondary structure—regions of α-helices and β-sheets. The next step was the alignment of 3-mer and 9-mer sequences to proteins of known structure using the National Center for Biotechnology Information Basic Local Alignment Search Tool database. The result was a set of structures corresponding to these fragments which were then used to build the set of output structures. Each structure was assigned an energy score and is in the protein data bank format.

For each peptide sequence, 6,000 folded structures were generated for clustering and analysis (Table 1). Based on the observation that the wild-type sequence of the CKPs forms the correct disulfide linkages at room temperature, we filtered the possible structures for configurations that displayed a short distance (~4.5 Å) between the proper cysteine residues.19 Peptide sequences that did not produce stable structures with the correct cysteine in proximity to each other were not counted. To calculate the in silico probability that a given sequence would form the CKP motif, the following simple formula was used: Probability (of proper folding) = N-structures with close S–S pairs divided by the N-total structures generated. Probability numbers for the synthetic peptides tested were compared to the probability score obtained for wild-type EeTI-II. In addition to the probability score, the energy score (arbitrary units) was also compared for each structure that had the proper CKP motif.

2.4 High-performance liquid chromatography analysis of folded proteins

Analysis of the incubated peptides was performed using high-performance liquid chromatography (HPLC). The system used was an Agilent Technologies 1200 Series system (Santa Clara, CA), fitted with a Vydac C18 analytical column (4.6 mm x 250 mm, 5 µm, 300 Å) and a Vydac C18 guard column (4.6 mm x 7.5 mm, 5 µm). The mobile phase used was of 0.1 % trifluoroacetic acid (TFA) in water (solution A) and 0.1 % TFA in ACN, (solution B). Prior to starting, the column was first equilibrated by running two blank samples. For each sample, the column was first equilibrated using 20 % solution B for 3 minutes. After injection, the bound material was washed for 3 additional minutes in 20 % solution B. The toxin was eluted using a linear gradient of 20–70 % solution B, with a flow rate of 1 mL/min, for 15 minutes. Eluted peaks were detected using a photodiode UV-vis detector with a channel set to 214...
Peptide peaks typically eluted between 45 % and 65 % solution B; when needed, eluted peaks were manually collected and analyzed using mass spectrometry (MS). The column was then washed with 100 % solution B to clear the column of any remaining potential contaminants, before the column was reconditioned with 20 % solution B for the next sample injection.

2.5 MS analysis of CKP peptides

For structure analysis of peptides generated, a published liquid chromatography-mass spectrometry (LC-MS) approach was used since it potentially allowed a simple and more rapid analysis than other options. An EeTI-II sample was custom-made by Creative Peptides (Shirley, NY) using Fmoc chemistry and the GCPRILMRCKQDSDCLAGCVCPGNGFCG primary amino acid sequence. The cysteines used in the peptide assembly process carried protective chemical groups so that the correct disulfide links could be generated in a series of deprotection and oxidation reactions. After generation, the folded peptide was purified to 95 % using HPLC. A 2.0 mg sample was dissolved in 95/5/0.1 % of water/ACN/fluoroacetic acid and allowed to dissolve for 30 minutes before MS analysis was performed. The system used for higher-energy collisional dissociation (HCD) fragmentation and MS analysis was a nanoflow liquid chromatography (nLC-1000) system and Q Exactive™ Hybrid Quadrupole-Orbitrap™ MS that is based on Fourier transformation-ion trap-MS configuration (Thermo Scientific™; Waltham, MA). The MS analyses were done in two different formats of HCD, a differential collision energy increase and a normalized collision energy approach—both were performed using direct infusion. The MS was operated in full mass scan between 100–2,000 amu, with data acquired in independent mode. The collision energy was varied after 30 seconds, and a gradual increase in collision energy from 10 % to 90 % was performed. Data was collected to show the effect of collision energy on different charge ions of the analyzed peptide chains; only ions with charge state (z) +2, +3, and +4 were observed.

3. RESULTS AND CONCLUSIONS

3.1 In silico analysis using Rosetta

The Rosetta suite of programs was chosen to perform structural predictions because of its performance under the critical assessment for protein structure prediction (CASP). Rosetta utilizes a mixture of knowledge-based and physics-based structure search algorithms. Knowledge based structure predictions rely on analogy to proteins of known structure, and the structure of the subsequences from the known proteins are assigned to the segments in the unknown peptide. A physics-based model performs a potential energy surface search given a description of the interatomic/intermolecular forces (e.g., a force field, such as AMBER or CHARMM). The chief limitation of this approach is that the potential energy surface (PES) of any peptide is very large and complex. That is, the PES may contain multiple local minima, of which the native structure may only be one. Either long simulation times are necessary to sample enough of the PES to find the native structure, or the protein model may become stuck in the wrong local structure. The mixed approach utilized by Rosetta can bypass the difficulties encountered by using a single approach.

To determine its usefulness in folding prediction of CKPs, we exploited some of the numerical structure outputs of the program by generating 6,000 folded structure variants; of these, the number of structures that displayed a low relative energy score and displayed correct cysteine pairs in a distance suitable for disulfide bridge formation were extracted. The total number of structures (6,000) and the subset number were used to calculate the “probability” of proper folding. The native sequence of the EeTI-II protein was used to establish the baseline probability; this protein folds spontaneously in very simple oxidative conditions to form the appropriate disulfide bonds at a very high rate—more than 80 % properly folded/functional peptide. The various alternate sequences were likewise analyzed for comparison of their respective “probability” values (Table 2).
Table 2. Peptide variants, their respective primary amino acid sequences, and the probability calculated. Underlined amino acids are those changed compared to the native sequence.

<table>
<thead>
<tr>
<th>Peptide Variant</th>
<th>Sequence</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>EeTI-II (N0)</td>
<td>GCPRILMRCKQDSCLAGCVGPGFC</td>
<td>0.00136</td>
</tr>
<tr>
<td>EeTI-N1</td>
<td>GCPRILMRCKQDSCLAGCVGNEDEFC</td>
<td>0.000643</td>
</tr>
<tr>
<td>EeTI-N2</td>
<td>GCPRILMRCKQDSCLAGCAGCNEDEFC</td>
<td>0.0145</td>
</tr>
<tr>
<td>EeTI-N3</td>
<td>GCPRILMRCKQDSCLAGCQGQNCNEDEFC</td>
<td>0.164</td>
</tr>
<tr>
<td>EeTI-N4</td>
<td>GCPRILMRCKQDSCLAGCVGNEDELIRFVC</td>
<td>0.000466</td>
</tr>
<tr>
<td>EeTI-N5</td>
<td>GCPRILMRCKQDSCLAGCVGNEDEFC</td>
<td>0.000000</td>
</tr>
<tr>
<td>EeTI-N6</td>
<td>GCPRILMRCKQDSCLAGCVGNEDEFC</td>
<td>0.0225</td>
</tr>
<tr>
<td>EeTI-N7</td>
<td>GCPRILMRCKQDSCLAGCVGNEDEFC</td>
<td>0.000000</td>
</tr>
<tr>
<td>EeTI-N8</td>
<td>GCPRILMRCDNDRGPRCCLAGVCNEDEFC</td>
<td>0.000675</td>
</tr>
<tr>
<td>EeTI-N9</td>
<td>GCPRILMRCKQDSCLAGCVGNEDEFC</td>
<td>0.000338</td>
</tr>
</tbody>
</table>

An initial survey of the structures, ignoring energy score, was performed to score the different peptides, resulting in the following ranking of likelihood for probability of generating correctly folded structures: N7<N5<N9<N4<N1<N8<N0<N2<N6<N3. Currently, there is insufficient *in vitro* data for comparison; nevertheless, the results were surprising. The probability values supported the hypothesis that variants N2, N6, and N3 should fold and form a cystine knot structure faster or at a greater percentage than that of the peptide with the wild-type sequence. It will be important to determine the relative free-energy state of these alternate peptide folded structures to determine how those values impact probability. In addition, some sequences did not yield any structures with appropriate cysteine pairings. An effort will be made to try to “force” the proper conformation of the peptide to also determine the free-energy state of that structure, and to determine if any amino acid residues are impeding the knot formation.

### 3.2 *In vitro* folding reactions and analysis

Initial folding reactions followed the procedure reported in Wentzel et al. Variables (incubation time, peptide concentration, reaction quenching, etc.) were tested using the first two peptides obtained (N1 and N3). Initial analysis with HPLC indicated the presence of what appeared to be peaks consistent with the linear and folded peptide intermediates, but the peaks were very small in the case of N1. More prominent peaks were observed in reactions generated with the N3 variant. An attempt was made to inject more material and to try to increase the peptide concentration in the reactions. However, none of these approaches appeared to aid in increasing peak quality. Due to these inconsistent results, reactions were performed with all peptides available with incubation times of 0 hours (Control), 2 hours, 4 hours, 6 hours, and 24 hours. The 45 harvested reactions were analyzed using HPLC as described above; of the nine peptides, N3, N8, and N9 showed clear product peaks, but the peak patterns did not fall into the patterns expected. The 45 reactions were repeated twice with higher concentrations of peptide to determine if any consistent peaks could be observed that increased in the peptide reactions with low signal, but LC analysis did not provide the desired data. To determine if the detection problem was due to the low sensitivity of the HPLC system, a set of reactions was prepared for analysis with the LC-MS system that was to be used for fragmentation analysis. For this analysis, reactions were performed at the original peptide concentration tested (25 µg/mL) and samples were obtained after 0 hours, 6 hours, and 24 hours incubation in folding buffer. MS analysis showed that peptides in reactions prepared with the N1, N2, N4, N5, N6, and N7 variants could not be detected, consistent with the HPLC. Conversely, a strong peptide signal was detected in reactions prepared with the N3, N8, and N9 variants. This MS analysis also showed that peptide peaks at time = 0 are consistent with the linear form of the peptide—shifted during incubation time into lower molecular weight products consistent with the generation of folded-oxidized species with one, two, and three disulfide bonds. The peptide variant designated as N3 generated prominent peaks (at z = 3 and z = 4) after a six-hour incubation in folding buffer of a 2-disulfide bond intermediate. After the 24-hour incubation time, all of the peptide present showed an m/z consistent with a 3-disulfide bond form. At this time, no fragmentation analysis was performed to verify if the 3-disulfide bond form was in the correct CKP arrangement. Peptide variants N8 and N9 also generated peaks consistent with a two-disulfide bond folding intermediate(s); but unlike N3, did not produce a three-disulfide bond form even after 24 hours of incubation (data not shown).

The reason for our inability to detect peptide in the folding reactions is unknown. The peptide received was obtained with appropriate quality assurance documentation. The 10-mg lyophilized peptide was obtained in 1-mg aliquots per vial so that any portion of peptide solubilized would not have to undergo manipulations that could compromise the integrity of the peptide. In most cases, lyophilized powder was suspended in buffer the day of the reactions. In addition, no peptide fragments were observed in the MS spectra that would indicate degradation during the reactions. The possibility exists that the peptide may be precipitating and simply not entering into the LC system. While this is
unlikely given the low concentration of peptide used in the reaction, we also tested an alternate folding reaction buffer system that uses TWEEN® non-ionic detergent to help solubilize and help in the folding-oxidation of hydrophobic CKPs. The folding reaction consists of a simple buffer: 1 mM EDTA, 0.5 % TWEEN® (40 or 60), oxidized glutathione, and reduced glutathione. The detergent helps to maintain the peptide in solution and prevent unwanted peptide–peptide interactions through their hydrophobic regions. Reactions were performed in triplicate, and harvested at 0 hours, 6 hours, and 24 hours of incubation. HPLC analysis showed similar results to those observed in previous reactions (Figure 2). Peptide variants N3, N8, and N9 showed the strongest peaks, while the rest of the peptide variants displayed very weak absorbance peaks.

3.3 MS analysis

For disulfide link status or structure determination for generated peptides, several options are available. Most commonly, the structure of this type of peptide has been determined using nuclear magnetic resonance imaging. However, this approach requires a significant amount of peptide and is relatively difficult to perform compared to other approaches. Recently, LC-MS approaches have been used with increasing frequency to determine the state of disulfide linkage for CKPs. This analytical approach requires less peptide, and determination of essential parameters, such as percent of correctly folded peptide, occurs more rapidly. In particular, a research group generated an LC-MS approach that allows the determination of the state of disulfide connectivity in peptides or proteins. The researchers showed that, instead of performing peptide cleavage using a proteolytic method before analysis, the target peptide could be fragmented using the MS directly. The fragments generated by colliding the peptide into an ion trap were reanalyzed to obtain the atomic mass of the fragments. This allowed for very rapid determination of the folding/disulfide-link state with no need for preliminary treatment/preparation.

To determine if this approach would be suitable in this study, a custom synthetic peptide was acquired using the wild-type primary amino acid sequence of EeTI-II. This peptide, 95 % pure and properly folded/linked, was used to establish the published approach in-house. The single-charge peptide was not observed due to its higher molar mass than the mass range set for the MS system. The +2 charge state parental ion appeared at \( m/z = 1440.10 \), the +3 charge state parental ion appeared at \( m/z = 962.40 \), and the +4 charge state parental ion appeared at \( m/z = 722.05 \) (Figure 3). This is consistent with the calculated molecular weight of 2885.44 Da for the synthetic peptide. The absence of any prominent peaks in the spectrogram was consistent with the highly pure state of the properly folded peptide. Initial HCD applied an increase in energy from 10–90 % over time; however, the +2 charge parental peptide was particularly resistant to dissasociation. An HCD energy level of 95 % yielded multiple peptide fragments \( (z = +1) \) that can be used to derive the original peptide structure (Figure 3). Fragmentation performed on the +3 charge parental ion provided very different results. An HCD energy level of 45 % produced some fragmentation and a corresponding
decrease in the parental ion peak (Figure 3). An increase in energy to 50% resulted in a marked reduction of the parental peak and most other peaks present in the 45% energy spectrum. The information provided is potentially useful, but further tuning of the HCD energy level between 45–50% may need to be performed in order to obtain better results.

Figure 3. Sample MS spectra for the +2 charge state (A and C) and the +3 charge state (B and D) of the folded peptide ion. For the +2 charge state peptide ion at collision energy of 10% (A) and 95% (C), the various fragment peaks obtained from the native peptide are displayed. For the +3 charge state peptide ion at collision energy of 10% (B) and 50% (D), the various fragment peaks obtained from the native peptide are displayed.

Fragmentation performed on the +4 charge parental ion provided slightly different results to those shown in Figure 3. An HCD energy level of 20% produced some fragmentation and a corresponding decrease in the parental ion peak in a similar manner to the +3 charge parental peak (data not shown). Fragment peaks possessing a +3 charge were primarily present in the spectrum with a few peaks similar to those identified earlier in the 100–300 m/z range possessing a +1 charge. As seen with the +3 charge parental ion, an increase in energy to 30% resulted in a marked reduction of the parental peak and most other peaks present in the 20% energy spectrum. As with the +3 charge parental ion, the information provided is potentially useful, but further tuning of the HCD energy level between 20–30% may need to be performed in order to obtain better results. While further refinement is required, analysis can begin on the nature of the small ions identified in the 100–400 m/z range. Depending on information obtained expansion of analysis to peaks in the higher (400–800 m/z) range may be desirable. Now that some soluble product is being obtained, even if it is from one of the amino acid variants, an effort can start in cleaving and repurifying final product for similar MS analysis.

To perform follow-on experiments, a new set of peptides were designed and ordered from a different vendor (shown in Table 3). While experiments are ongoing with the original peptides received, the possibility exists that the detection problems observed may be due to an issue with the peptides initially purchased. These new set of peptides will help to verify or eliminate this possibility. These peptides do not include the peptide variants with the more hydrophobic Loop 5 sequence, so they should be quicker to synthesize and be more soluble in aqueous solutions.

Table 3. Amino acid sequence alignment of the second set of EcTI-II variants designed for this study. The goal was to reduce hydrophobicity and to determine if this new set would be detectable via LC and LC-MS.

<table>
<thead>
<tr>
<th>Variant</th>
<th>I</th>
<th>L1</th>
<th>H</th>
<th>L2</th>
<th>III</th>
<th>L3</th>
<th>IV</th>
<th>V</th>
<th>L5</th>
<th>VI</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>EETI-II (WT)</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>GPNGF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N1.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N2.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>SGA</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N3.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>LAG</td>
<td>C</td>
<td>SGA</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N4.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>SQA</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N5.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>-</td>
<td>C</td>
<td>SGA</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
<tr>
<td>EETI-N6.1</td>
<td>C</td>
<td>PRILMR</td>
<td>C</td>
<td>KQDSD</td>
<td>C</td>
<td>GTS</td>
<td>C</td>
<td>V</td>
<td>C</td>
<td>NEDEF</td>
<td>C</td>
</tr>
</tbody>
</table>
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**ABSTRACT**

This work details the characterization of the injection of photo-generated electrons from an aluminum-based nanohole array into a semiconductor thin film (C$_{60}$). A cavity-based aluminum nanohole array was first fabricated using electron-beam lithography. Next, a thin film of C$_{60}$ was vapor deposited onto the aluminum nanohole array. The nanohole array/C$_{60}$ interface provided a means of studying the injection of hot electrons from the aluminum into the C$_{60}$ thin film. In order to observe and characterize the synergistic effects of charge injection at the interface, we combined a transient IR technique with transient white light techniques to explore interfacial charge injection between 2D aluminum nanohole arrays and organic semiconductors. This analysis revealed that photo-generated electrons on surfaces of aluminum nanohole array were injected into the lowest unoccupied molecular orbital for C$_{60}$ through a Schottky barrier at a time scale of $270 \pm 25$ fs.

**Keywords:** aluminum plasmonics, hot electron injection, Schottky barrier

1. **INTRODUCTION**

Charge injection occurring at interfaces plays a vital role in photovoltaic and photocatalytic applications of semiconductor and metallic nanostructures. The efficiency of the charge injection process is highly dependent on 1) the structures of adsorbates at semiconductor and metallic interfaces, 2) the binding between the adsorbates and the nanostructures, which is affected by the local environment at the interfaces, 3) the density of the adsorbates at the interfaces, and 4) the electronic properties of the interfacial region, if applicable. Although the structure and density of adsorbates at interfaces have been widely investigated, interfacial charge transfer has yet to be fully explored. Since charge injection occurs on a time scale of picosecond or sub-picosecond at interfaces composed of semiconductor and metallic nanostructures, the ultrafast studies of the interfaces proposed here will improve the quantum efficiency in photovoltaic and photocatalytic conversions of semiconductor and metallic nanostructures.

Two-dimensional nanohole arrays are one of many metal-optics designs that have been explored as means of generating so-called “hot-spot,” or enhanced electromagnetic near fields. These hot spots could be used as a means of enhancing detection techniques, including surface enhanced Raman spectroscopy (SERS) and surface enhanced fluorescence. While 2D nanohole arrays are traditionally made of gold and silver, the novel fabrication of aluminum nanohole arrays will not only provide an alternative approach but will also solve the problem of high cost of materials. Furthermore, the 2D aluminum nanohole arrays show broadband absorption spectra, from visible to IR.

To demonstrate synergistic effects of charge injection at interfaces, we combine transient IR technique with transient white light techniques to explore interfacial charge injection of 2D aluminum nanohole arrays on organic semiconductors.$^1$ Here we take C$_{60}$ as an example of organic semiconductors. These capabilities will enable us to reveal the underlying mechanisms behind the charge injection at interfaces of metallic nanostructures and semiconductors. Ultrafast visible-pump/infrared probe will be used to probe free electron responses and explore charge separation and recombination dynamics in 2D aluminum nanohole arrays/C$_{60}$ systems. We will further use ultrafast visible-pump/white light probe to investigate how C$_{60}$ accepts electrons from photoexcited 2D aluminum nanohole arrays by tracking time evolutions of electronic transitions of C$_{60}$. 
2. EXPERIMENTAL METHODS

1.1 Visible pump-transient IR absorption experimental setup

The experimental setup (see Figure 1(a)) consisted of an integrated Ti:sapphire regenerative amplifier laser system (UpteK Solutions; Bohemia, NY) operating at 1 kHz and 800 nm, producing 100-fs pulses of 4.0 mJ. 20 % of the 800 nm output was attenuated to a pulse energy of 10 µJ and used as the pump beam. The remaining 80 % of the output laser pulse was used to pump an optical parametric generator and amplifier with a difference frequency generator (TOPAS, DFG; Light Conversion, Lithuania) to produce an IR pulse of 5000 nm with a pulse energy of 18 µJ. The IR beam was attenuated by more than 1,000 times before the samples. The IR probe was detected by a liquid nitrogen-cooled HgCdTe detector (MCT-13-4.0; Infrared Associates, Inc.; Stuart, FL), followed by an amplifier. The pump pulse was modulated by a chopper (New Focus Model 3501) at 500 Hz. The amplified IR signal from the detector was sent to a lock-in amplifier (SR830; Stanford Research Systems, Sunnyvale, CA). The digitized outputs were processed and recorded by a home-made LabView program. The instrumentation response function for the transient IR was 300 fs.

1.2 Pump-transient absorption experiments setup

Briefly, a single-unit integrated femtosecond laser system (PHAROS; Light Conversion, Lithuania) with a seed oscillator was used in our experiments (see Figure 1(b)). The pulse duration is about 290 fs with 100 kHz repetition rate and a center wavelength at 1030 nm. The polarization of the incident light was set to be perpendicular to the optical table. The output power of the laser was 2.0 W in the experiments, and 30 % of the 1030 nm output was frequency-doubled in a BBO crystal to generate a pump pulse of 515 nm. The remaining 70 % of the output laser pulse was focused onto a YAG crystal plate to generate white light super-continuum as a probe light. The probe and pump light beams were focused and overlapped on the sample. The reflected probe light was detected by a detection system. A charge-coupled device (CCD) detection system (AvaSpec-ULS2048CL-EVO; Avantes; Apeldoorn, the Netherlands) was used to obtain the signals. The pump pulse was modulated by an optical chopper (New Focus Model 3501) at 50 kHz. The CCD sampling rate was synchronized with the chopper. The digitized outputs were processed and recorded by a home-made LabView program.

1.3 Preparation of Al nanohole array

In order to generate a nanohole array with resonances towards the mid-wavelength infrared (MWIR) regions (1.5–5 µm), electron-beam (e-beam) lithography fabrication was employed. The computational design, fabrication, and characterization of cavity-based aluminum nanohole array is detailed in our recent work. The typical geometry of the cavity-based nanohole array is illustrated in Figure 2.
Figure 2. (Top layer) Aluminum nanohole array. (Middle layer) Transparent dielectric layer (SiO₂ of ZnSe). (Bottom layer) Aluminum base plane mirror. This “sandwiching” effect creates the necessary resonant cavity for increased use response.

Briefly, a 100-nm layer of aluminum was first evaporated onto a silicon wafer in order to create a base plane mirror, which prevented the transmission of incident radiation through the device. The SiO₂ cavity (200–600 nm) was then deposited onto the base plane mirror via plasma-enhanced chemical vapor deposition (PECVD) using SiH₄ and N₂O gases. The nanohole array was generated by e-beam lithography using a 4 % dilution of polymethyl methacrylate in anisole (PMMA A4), which was developed in a methyl isobutyl ketone/isopropanol (MIBK/IPA) mixture (1:3 v/v) after exposure. Once developed, 50 nm of aluminum was sputtered and lifted off to form the array on the surface of the device.

The choice of sputtering (versus e-beam evaporation) was justified when considering the negative effects of e-beam on the PMMA photoresist development. E-beam evaporation can heat the PMMA and potentially deform the PMMA during development. Conversely, sputtering did not introduce this risk, and therefore provided a more suitable means of depositing a layer of aluminum.

1.4 Preparation of C₆₀ on Al nanohole array

The C₆₀ films were grown in an organic molecular beam deposition chamber with a base pressure of 6.6 × 10⁻⁶ Torr. Commercially available C₆₀ (99.5 %) molecules were used as raw material and put in the chamber. The distance between the raw C₆₀ and the nanohole array is about 20 cm. The chamber temperature was heated at 673 kelvin at a speed of 0.1 kelvin /second, which corresponds to a growth rate of ∼1 Å/second as determined by UV absorption spectroscopy.

3. RESULTS AND DISCUSSION

In an effort to examine charge injection of aluminum nanohole array into C₆₀, visible pump-IR probe experiments were performed. Figure 3 shows that kinetic traces of photo-induced changes in reflection at 5000 nm after photoexcitation of 800 nm for the aluminum nanohole array without (blue line) or with C₆₀ (red line).

Figure 3. Kinetic traces of photo-induced changes in reflection at 5000 nm after photoexcitation of 800 nm for the aluminum nanohole array without (blue line) or with C₆₀ (red line).
The IR at 5000 nm is transparent to any chemical groups, but sensitive to the change in the absorption of free carriers. Therefore, the transient IR absorption measures the absorption of free carriers of aluminum nanohole array, following the 800 nm pump excitation of hot electrons. A prominent change in the transient IR reflection was observed for the aluminum nanohole array as shown in Figure 3. A fitting of the rise signals in Figure 3 yields a time constant of 395 ± 22 fs for the aluminum nanohole array alone, suggesting that the plasmonic absorption of aluminum nanohole array generates hot electrons rapidly within the cavity of the array. With C₆₀, the kinetic process gets faster with a time constant of 270 ± 25 fs. The fast process implies that the photogenerated hot electrons relaxes in the presence of C₆₀.

To investigate if the relaxed hot electrons transfer to C₆₀, we performed the visible pump–white light probe experiments. Figure 4 presents transient white light spectra for aluminum nanoholes array with and without C₆₀ under photoexcitation of 515 nm. Only one peak was observed at 772 nm for Al nanoholes array alone.

![Figure 4. Transient changes in reflection of white light for aluminum nanoholes array with C₆₀ (A) and without C₆₀ (B).](image)

Conversely, transient spectra of C₆₀ exhibited several prominent peaks at 599 nm, 684 nm, 772 nm, 908 nm, and 982 nm for aluminum nanoholes array with C₆₀. To assign these five peaks, we plotted kinetic traces for each peak as shown in Figure 5.

![Figure 5. (left) Kinetics of Al nanoholes array without C₆₀ (blue) and with C₆₀ (red) at 772 nm (top) and 982 nm (bottom), at a long-time scale of 280 ps. (right) Kinetics of Al nanoholes array without C₆₀ (blue) and with C₆₀ (red) at 772 nm (top) and 982 nm (bottom), at a short time scale of 15 ps.](image)

The lifetimes of the transient peaks at 772 nm and 908 nm are much shorter than those at 599 nm and 684 nm. The peaks at 772 nm and 908 nm were assigned as S₁–S₄ transitions, while those at 599 nm, and 684 nm were assigned as T₁–T₄ transitions. These results indicate that interfacial electron transfer definitively occurred at the Al nanoholes array/C₆₀ interface. The incorporation of plasmonic nanostructures with C₆₀ organic semiconductor materials facilitates the interfacial charge injection process. The relationship between the band gap of C₆₀ and the Fermi level of the metallic arrays is central to the transfer of charges at the interfaces. Of particular importance in this study is that the enhancement of the aluminum nanohole array absorption and the subsequent enhancement in quantum efficiency
are caused by the near field plasmonic enhancement. These studies point to the significant potential of developing new plasmonic nanostructures to achieve more efficient photo-absorption and interfacial charge transfer.

As an organic semiconductor material, C\(_{60}\) is an excellent electron acceptor due to it has many unoccupied molecular orbitals. To further elucidate how the interfacial electron transfer takes place between Al nanoholes array and C\(_{60}\). A schematic energy band for Al nanoholes array and C\(_{60}\) is provided in Figure 6.

The electron on surfaces of aluminum nanohole array is excited into the lowest unoccupied molecular orbital (LUMO) for C\(_{60}\) through a Schottky barrier (\(\Phi_B\)). Surface plasmon resonances arise from the collective oscillation of the electrons at 2D aluminum nanohole arrays, from which hot electrons have been shown to be injected into the conduction band of the semiconductor over the Schottky barrier. When 2D aluminum nanohole arrays are in contact with C\(_{60}\), the height of the Schottky barrier is important in that a high yield of carrier injection can be facilitated by an interfacial Schottky barrier, which drives injected electrons into the C\(_{60}\).

4. SUMMARY AND CONCLUSIONS

We have presented the observation of hot electron transfer at an aluminum nanohole array/C\(_{60}\) interface by combining both transient IR and white light experiments. The photogenerated electrons on surfaces of aluminum nanohole array are injected into the lowest unoccupied molecular orbital for C\(_{60}\) through a Schottky barrier at a time scale of 270 ± 25 fs. When 2D aluminum nanohole arrays are in contact with C\(_{60}\), the height of the Schottky barrier is important in that a high yield of carrier injection is facilitated by an interfacial Schottky barrier, which drives injected electrons into the C\(_{60}\). Our research will impact both photo-absorption and charge collection for the photovoltaic and photocatalytic applications. These interfacial studies will not only provide a state-of-the-art approach to characterize ultrafast interfacial charge transfer processes but will also result in the utilization of new materials that will improve photovoltaic and photocatalytic applications of semiconductor and metallic nanostructures.
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ABSTRACT

UiO-66 is a highly stable metal-organic framework that has garnered interest for many adsorption applications. For small, nonpolar adsorbates, physisorption is dominated by weak van der Waals interactions limiting the adsorption capacity. We report here various methods for the adsorption of O₂ and CO₂. Compounding previous findings for the enhanced adsorption of O₂ by UiO-66-(OH)₂⁻, other UiO-66-(X)-p analogs were examined and not found to have such profound effects. Furthermore, NU-901 analogs with free amine groups were synthesized for the adsorption of CO₂. As expected, most analogs exhibited an enhancement in CO₂ uptake; however, geometric and steric consideration are shown to have a profound impact through a combination of theoretical and empirical experiments.

Keywords: metal-organic frameworks, oxygen adsorption, carbon dioxide adsorption, density functional theory

1. INTRODUCTION

Metal-organic frameworks (MOF) are promising materials for use as next generation adsorbents. They consist of highly porous crystalline networks of metal nodes connected by organic linkers. Due to the variability of both the metal centers and the organic linkers, the physical and chemical properties of MOFs can be tuned for specific applications such as gas storage, catalysis, separations, and sensing. Given the large number of potential MOFs, it is highly desirable to develop rational design rules to guide the synthesis of MOFs with optimal properties. However, this is a complex task that requires detailed knowledge of atomistic interactions, specifically at adsorption sites.

Determining preferential adsorption sites in MOFs is complicated by the presence of multiple sites and intermolecular interactions that vary based on the desired adsorbate. Recently, experimental studies have used neutron scattering or X-ray crystallography to directly observe adsorption sites; however, the most widely used tool to study preferential adsorption sites is molecular modeling. Typical MOF adsorption sites include open-metal sites, hydrogen bonding sites, pore confinement sites, and acid–base interactions.

Physisorption of small non-polar gases, such as oxygen and carbon dioxide, lack strong intermolecular forces for adsorption. Previous studies on oxygen adsorption have primarily focused on high pressure adsorption, which is driven by large pore volumes, or strong interactions with metals, which typically require a hard vacuum or heating to deliver the adsorbate. The use of microporous materials, such as a MOF, has the potential to increase the adsorption capacity of the material at ambient pressure, while allowing the adsorbate to be delivered on demand without the addition of energy. We recently reported on the enhancement of weak van der Waals forces within the confined space of UiO-66 through the utilization of the 2,5-dihydroxy terephthalic acid derivative. A unique effect was observed through density functional theory (DFT) calculations that the oxygen molecule lines up with the hydroxyl groups of the terephthalic acid linker to enhance adsorption.

Although many MOFs have significantly better adsorption properties than current industrial adsorbents, stability issues have limited their application. Zirconium-based MOFs are of particular interest due to their thermal, water, and acidic stability. In UiO-66 (Figure 1) the organic ligands are amenable to functionalization for improvement of adsorption properties. The enhanced adsorption characteristics in functionalized UiO MOFs are attributed to either the polarity of the functional group or a confinement effect due to a reduction in pore size; however, a specific preferential adsorption site has yet to be defined. Furthermore, the MOF NU-901 allows for the post-synthetic modification through solvent-assisted linker incorporation (SALI). In SALI, ligands with carboxylic acid groups react with open zirconium sites sticking into the open channels of the MOF (Figure 2).
Herein, we report the FY18 findings under the Surface Science Initiative for the adsorption of oxygen by UiO-66 analogs and the adsorption of carbon dioxide by modified NU-901. Some findings from previous years will be presented for clarity of presentation. In short, a combination of DFT and empirical results were used to offer clarity of adsorption of these gases in MOFs and lend insight toward design rules of MOFs and other adsorbents for the adsorption of such gases.

2. METHODOLOGY

2.1 Metal-organic framework synthesis

The synthesis procedure of all UiO-66 analogs was adapted from Biswas et al.\textsuperscript{40} Approximately 0.64 mmol of ZrCl\textsubscript{4} was mixed with 0.72 mmol of linker in 6 mL of N,N-Dimethylformamide (DMF) and 2 mL of formic acid in a 20-mL scintillation vial. The vial was sonicated for 1 hour to dissolve the precursors. The solution was transferred to a Teflon™-lined Parr bomb and placed in an oven at room temperature. The oven temperature was ramped at 5 °C min\textsuperscript{-1} to 150 °C and held for 24 hours. Once cooled, the solids were filtered and washed 3 times with 10 mL of DMF. The samples were then dried at 90 °C. After drying, the samples were solvent exchanged with 10 mL of methanol for 24 hours. The samples were centrifuged at 6,000 rpm for 5 minutes, decanted, and the exchange procedure was repeated 2 more times. The samples were then dried at 90 °C. Before all measurements, the samples were activated at 90 °C under high vacuum.

For the synthesis of NU-901, 0.3 mmol of Zr(acac)\textsubscript{4} (acac = acetyl acetonate) and 22 mmol of benzoic acid (or a benzoic acid analog) were mixed in 8 mL of DMF in an 8-dram vial and ultrasonically dissolved. The clear solution was incubated in an oven at 80 °C for 1 hour. After cooling down to room temperature, H\textsubscript{4}TBAPy (40 mg, 0.06 mmol) was added and sonicated for 10 minutes. The yellow suspension was placed in a pre-heated oven at 100 °C for 18 hours. After cooling down to room temperature, yellow polycrystalline material was isolated by centrifuge (5 minutes, 7,500 rpm) and solvent exchanged with fresh DMF three times (10 mL each) followed by methanol three times (10 mL). Yellow polycrystalline NU-901 was collected by centrifugation and dried in a vacuum oven at 80 °C.
for 1 hour (yield: ∼58 mg). To strip NU-901 of the benzoic acid modulators, the yellow powder was suspended in 12 mL DMF and 0.5 mL of 8 M aqueous HCl in an 8-dram vial and heated in an oven at 100 °C for 18 hours. After cooling to room temperature, the powder was isolated by centrifugation and washed with DMF three times (10 mL each) and acetone three times (10 mL each). The MOF was collected by centrifugation and dried in a vacuum oven at 80 °C for 1 hour.

For the incorporation of various organic ligands in NU-901 via SALI, 0.007 mmol of activated NU-901 was added to a solution containing 0.185 mmol of 4-(methylamino)benzoic acid dissolved in 5 mL of DMF in an 8-dram vial and ultrasonically agitated. The vial was incubated in an oven at 65 °C for 18 hours. After cooling down to room temperature, the yellow suspension was isolated by centrifuge (5 minutes, 7,500 rpm) and solvent exchanged with fresh DMF three times (10 mL each) followed by methanol three times (10 mL each). The MOF was collected by centrifugation and dried in a vacuum oven at 80 °C for 1 hour.

2.2 Metal-organic framework characterization

Nitrogen gas sorption measurements were performed on a Micromeritics 3Flex 3500 instrument at 77 kelvin. Each sample was off gassed overnight under vacuum at 90 °C. The Brunauer–Emmett–Teller model was applied over the pressure range as described by Walton and Snurr to obtain the specific surface area (m² g⁻¹).⁴¹

Powder X-ray diffraction (PXRD) were measured using a Rigaku Miniflex 600UHF X-ray powder diffractometer with a D/Tex detector. Samples were scanned at 40 kV and 15 mA with a scan rate of 2°·min⁻¹ over a 20 range of 3–50°. Zero-background discs were used, and a background correction was performed in the Rigaku PDXL software (version 2.1.3.6).

Low-pressure isotherms for O₂ and CO₂ were measured on a Micromeritics 3Flex 3500 instrument. Samples were immersed in a temperature-controlled water bath at the desired temperature during the measurement.

2.3 Computational modeling

Calculations were performed using density functional theory (DFT), as implemented in the Gaussian and Quantum Espresso software packages. In order to model the paramagnetism of molecular oxygen correctly, all cluster calculations were done in the Unrestricted Hartree–Fock formalism, with a triplet state for oxygen. For the periodic calculations of UiO-66, we used a 14.6 Å x 14.6 Å x 20.7 Å supercell with 228 atoms. The functional used was PBE,⁴² with projector augmented wave pseudopotentials and an energy wavefunction cutoff of 40 Ry. Dispersion interactions were included under Grimme’s DFT-D2 scheme.⁴³ The calculations were spin-polarized to account for oxygen, and correctly converged to a net magnetic moment of 2 bohr magneton per unit cell containing oxygen.

3. RESULTS AND DISCUSSION

3.1 Effect of UiO-66 functional group on O₂ adsorption

Previously, we reported on the effect of the two –OH groups para to one another on the MOF linker UiO-66, which led to exploration into other MOF linkers with para functional groups. There are very few 2,5 derivatives of terephthalic acid that are available commercially; however, we did attempt to synthesize UiO-66-Br₅, as well as UiO-66-Br₄, via Figure 3. N₂ isotherms and PXRD patterns were able to confirm the synthesis of UiO-66-Br₂, but a lack of crystallinity and low surface area indicated that we were not successful in the synthesis of UiO-66-Br₄ (Figure 4).

![Figure 3. Synthesis and structure for UiO-66-Brₓ (x = 1,2,4).](image)
Figure 4. (left) PXRD patterns confirming the crystallinity for the UiO-66-Br\textsubscript{x} analogs studied (right) nitrogen isotherms at 77 kelvin used to determine the surface area of each MOF.

Figure 5 shows excess O\textsubscript{2} isotherms at room temperature, compared to other UiO-66 analogs studied previously.\textsuperscript{29} It can be seen that these UiO-66-Br\textsubscript{x} derivatives were poor performers compared to the other analogs on both a gravimetric and volumetric basis. Previous results indicated that electron donating groups, such as –OH, and –NH\textsubscript{2} tend to enhance the adsorption of O\textsubscript{2}, while electron withdrawing groups such as –NO\textsubscript{2} tend to have a negative effect on the adsorption of O\textsubscript{2}. Halogens are typically considered weak electron withdrawing groups as they inductively withdraw electrons from the aromatic ring, but they do have non-bonding electrons that they can actually donate back from \pi-bonding. Furthermore, there is no appreciable enhancement in the adsorption of O\textsubscript{2} for the UiO-66-Br\textsubscript{2}, indicating that this enhancement is a direct effect of the –OH groups being electron donating groups, giving a stronger electronic character to the aromatic ring to interact with the oxygen adsorbate.

Figure 5. Room-temperature excess O\textsubscript{2} isotherms measured on various functionalized UiO-66 analogs, presented on (a) a gravimetric and (b) a volumetric basis.

3.2 CO\textsubscript{2} adsorption on NU-901 analogs via direct synthesis

Throughout the vast MOF literature there have been ample reports of functionality enhancing CO\textsubscript{2} adsorption. Given its amine functionality, we hypothesized that incorporation of amine groups onto the benzoic acid modulator, as shown in Figure 6, would enhance the CO\textsubscript{2} uptake of the MOFs. Three MOF variants were synthesized with a primary, secondary, and tertiary in the 4-position with NU-901-NH\textsubscript{2}, NU-901-NHCH\textsubscript{3}, and NU-901-N(CH\textsubscript{3})\textsubscript{2}, respectively.

Figure 6. Synthesis and structure for NU-901-X (X = NH\textsubscript{2}, NHCH\textsubscript{3}, N(CH\textsubscript{3})\textsubscript{2}).

Unfortunately, the only MOF linker that was able to incorporate the theoretical maximum of \sim 4 linkers per metal node was NU-901-NH\textsubscript{2}, as summarized in Table 1. The secondary and tertiary analogs were only able to incorporate
two and one linker, respectively, into their structure. This is hypothesized to do with steric hindrance of the growing linkers within the MOF structure. The enhancement of CO₂ uptake for NU-901-NH₂ is approximately 55 %, compared to 15 % for NU-901-NHCH₃, and a decrease in uptake for NU-901-N(CH₃)₂. The CO₂ isotherms are presented in Figure 7, along with the NU-901-Br analog for comparison. From this data we were able to show that the CO₂ affinity is 1° amine > 2° amine > 3° amine in a porous structure for CO₂.

<table>
<thead>
<tr>
<th>MOF</th>
<th>Surface area (m²/g)</th>
<th>Modulators incorporated</th>
<th>CO₂ uptake (cm³/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NU-901-act</td>
<td>2276</td>
<td>0</td>
<td>54</td>
</tr>
<tr>
<td>NU-901-NH₂</td>
<td>1628</td>
<td>4</td>
<td>84</td>
</tr>
<tr>
<td>NU-901-NHCH₃</td>
<td>2070</td>
<td>2</td>
<td>62</td>
</tr>
<tr>
<td>NU-901-N(CH₃)₂</td>
<td>2029</td>
<td>1</td>
<td>51</td>
</tr>
</tbody>
</table>

Figure 7. Room-temperature excess CO₂ isotherms measured on various functionalized NU-901-X analogs.

3.3 CO₂ adsorption on NU-901 analogs via solvent-assisted linker incorporation

In a further attempt to increase the uptake of CO₂ in NU-901, 3,5-diamino benzoic acid and 3,4-diamino benzoic acid were incorporated in NU-901-act using SALI. Each of these linkers were only incorporated at a level of 1 per node, meaning there were 50 % less amine groups for CO₂ to interact with compared to NU-901-NH₂. In spite of the fewer amine groups to interact with, the uptake of CO₂ was significantly enhanced for NU-901-SALI-(NH₂)₂ to 123 cm³/g, or approximately an enhancement of 124 % compared to NU-901-act, as shown in Figure 8.

Figure 8. CO₂ isotherms at 273 kelvin of NU-901-SALI-3,5-(NH₂)₂ (red circles), NU-901-NH₂ (green triangles), NU-901 (black squares), and NU-901-SALI-3,4-(NH₂)₂ (blue diamonds).
3.4 Steric effects on CO2 adsorption in NU-901

For gas adsorption in microporous materials there can be an extremely fine line between having pores small enough to adsorb the gas of interest and having pores that are too small to fit the adsorbate. Observing an enhancement in the CO2 adsorption of NU-901-SALI-3,5-(NH2)2 compared to NU-901-NH2 when it only had half as many active amine sites raise the question as to whether steric may be playing a role. Using DFT, crystal structures of NU-901 containing one 3,5-diamino benzoic acid ligand per node, and four 4-amino benzoic acid ligands per node were optimized. The structure for NU-901-NH2 showed significant geometric concerns for the adsorption of CO2. It can be seen in Figure 9 that, in the smaller NU-901 pore, the two ligands across from one another were about 3 Å apart, furthermore the –NH2 groups were about 2 Å from the transverse secondary building unit (SBU), and about 3 Å from the adjacent organic linker of NU-901. All of these distances would cause concern for the adsorption of CO2, which measures 2.3 Å from oxygen to oxygen. When looking at the larger pore of NU-901 there is still steric considerations that need to be had. The two linkers at again less than 3 Å from one another; however, there is slightly more space across from the –NH2 in that the transverse SBU is about 5.5 Å away, and the adjacent organic linker of NU-901 is about 4 Å away.

Conversely, the NU-901-SALI-3,5-(NH2)2 optimized structure shows that there is much more free space for adsorption of CO2, as seen in Figure 10. Assuming that the linker is in the large pore, as this is more favorable, the SBU is now 6.5 Å from the nearest –NH2 group and the organic linker is more than 9 Å away. Likely, even more important is the fact that the amine groups actually are in the plane of the pore and not pointing toward the SBU or organic linker, meaning that the optimal adsorption site for CO2 is effectively even further away from having adverse steric effects. It should be noted at this point that the enhancement in CO2 uptake for NU-901-SALI-3,5-(NH2)2 correlates to approximately 1.3 CO2 molecules per –NH2 group. While it is only expected that each –NH2 group would adsorb a single CO2 molecule, it has been shown in our previous work that preferential adsorption pockets can be created near the SBU when a linker is introduced, such as done here with SALI.29

Figure 9. NU-901-NH2 structures optimized by DFT looking at the (left) small pore, (middle) large pore, and (right) large pore with one linker removed for clarity.

Figure 10. NU-901-SALI-3,5-(NH2)2 structures optimized by DFT looking at the (left) small pore, (middle) large pore, and (right) large pore with one linker removed for clarity.
4. CONCLUSIONS

Experiments here built on previous reports of the functionalized UiO-66 series of MOFs and the effect that electron-donating groups tend to enhance the adsorption of non-polar adsorbates, like O₂, when compared to electron-withdrawing groups. There was no additional enhancement in the adsorption of O₂ when two –Br groups were placed para to one another, as was previously observed with –OH groups. The adsorption of CO₂ by amine-functionalized derivatives of NU-901 shows that primary amines exhibit the largest uptake enhancement followed by secondary and tertiary amines. Furthermore, we were able to show that a 3,5-diamino derivative was able to show an even larger enhancement in uptake per amine group as compared to the 4-amino derivative due to steric considerations.
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ABSTRACT

The basic knowledge about the structure, chemical, and physical properties of opioid molecules has not been fully established. Nuclear magnetic resonance spectroscopy data suggests that carfentanil has more than one solvent-dependent conformer whereas remifentanil has only one structure. Studies of these opioids in different salt forms show that conformation is independent of the anion. Density functional theory calculations convey carfentanil conformers are stable at lower energies than remifentanil conformers. Additionally, the neutral (freebase) molecules contain more labile functional groups than the protonated (salt) forms, which suggests the protonated opioids contain more stable conformers than the neutral species. As a result, it is reasonable to assume that conformational diversity could have important implications for the binding and reactivity of this class of molecules on surfaces. Preliminary uptake studies were performed for both carfentanil and remifentanil on SiO2 and several Zr-based metal organic frameworks, and the results show both a porosity and solvent dependence.

Keywords: carfentanil, remifentanil, conformational changes, surface binding, opioid, protonated, nuclear magnetic resonance

1. INTRODUCTION

The fentanyl class of synthetic opioids has generated an immense interest outside the medical field recently due to increasing drug overdoses and chemical attacks worldwide. Developed in the 1960s by Janssen and colleagues,1–3 fentanyl (N-(1-(2-phenylethyl)-4-piperidinyl)-N-phenylpropanamide) and carfentanil are 100 and 10,000 times4 more potent than morphine, respectively. Further research led to the development of remi- and su-fentanil with short onset times5 and high lipid solubility increasing their pharmaceutical efficiency and potency.

Previous opioid studies have focused primarily on two separate research paths: 1) characterization of the opioid binding to different pain receptors and determination of their potency in the human body, and 2) synthesis in order to improve synthetic steps6 and to create analogs. Following path 1, this class of opioids is known to bind to the μ-receptor but could also bind and act through δ- and κ-opiate receptors.7 Weltrowska et al.8 researched carfentanil and carba-carfentanil binding to the μ-receptor via the Asp147 residue. The binding affinity to the Asp147 residue was reduced when the N atom in carfentanil is replaced with a C atom in carba-carfentanil and the binding orientation of the molecule also changed; however, the potency (agonist activity) remained, which indicates that the Asp147 residue was not the necessary site for receptor activation. Further theoretical studies done by Snyder’s group9 determined that there are two important regions on the fentanyl molecule: the benzene ring with the amine nitrogen (referred to as ring A) and the phenethyl group (referred to as ring F). Ring A is crucial for potent activity; however, when they calculate the F ring in different conformational orientations, only one specific conformation performs agonist activity. Clearly, a more fundamental understanding of these conformational changes and how they affect binding to a surface is required.

Following path 2, previous synthetic routes were investigated to improve the yield of this class of molecules. Jansen et al. found by changing the phenethyl group (ring F) to a phenylmethyl group drastically enhanced reactivity and yield of an amide analog from a cyanide analog;10 however, the reason is still unclear. A possible explanation may
lie in a conformational change affecting functional group reactivity just as was emphasized in path 1 for the affected potency when binding to a receptor.

A change in the conformational structure of a flexible molecule can promote a change in the molecule’s physical and chemical properties. Li et al.\textsuperscript{11} found a transmembrane protein in three different conformations each having different binding affinities. Conformational changes can also be affected/changed by environmental factors such as temperature, pH, solvent, concentration, and other species. Thus, the importance of understanding the impact changing the conformational structure has on binding and reactivity on surfaces cannot be overemphasized and can help in the future understanding of these class of molecules in many different research fields such as synthesis, decontamination, toxicology, aerosols and obscurants, and medicine. The novelty of studying the conformers’ effect on reactivity lies within discovering a better mechanistic understanding of how these potent compounds bind to sites of interest. Here, we study the conformational changes of two opioids (carfentanil and remifentanil) and their constituents in solution and the effect their conformer changes have on the binding and reactivity on surfaces of different porosities.

2. METHODS AND PROCEDURES

2.1 Synthesis of opioids
Carfentanil and remifentanil salts were synthesized from a derivation from the literature.\textsuperscript{10} Commercially available 1-benzyl-4-piperidone was used as the starting material. Formation of the imine, followed by hydrocyanation across the carbon-nitrogen bond, produced the cyano-substituted salt. From the CN- opioid, propionyl chloride generated amide bond formation to form the ketone group on the nitrogen atom away from the piperidine ring on the opioid structure. The ketone-opioid was then treated with methanolic HCl to replace the CN group with a methyl ester functional group. Purification generated the precipitation of the oxalate salt. Ammonium formate was then employed to produce the free amine at the N-piperidine ring removing the methylphenyl group. Lastly, the amine was alkylated with phenylethyl chloride to form neutral carfentanil. When a Michael addition using methyl acrylate was performed on the amine, neutral remifentanil was produced instead. Treating these two opioids with the desired acid produces the salt form.

2.2 Nuclear magnetic resonance spectroscopy
All \textsuperscript{1}H NMR spectra were recorded on a Bruker Avance III HD 500 MHz instrument and referenced to the residual solvent peaks. All \textsuperscript{1}H NMR spectra for kinetic runs were performed on the same 500 MHz instrument. A macro was used so that gradient shimming would be performed before the collection of each \textsuperscript{1}H spectrum after a specified time interval. At the conclusion of a run, another macro was used to process and integrate all the \textsuperscript{1}H NMR spectra back against the internal standard allowing for a greater number of points to be collected and eliminating bias during analysis.

2.3 Liquid chromatography-mass spectrometry
Uptake studies were performed by preparing aqueous solutions of carfentanil citrate and remifentanil HCl, separately, in mixtures of 0 \%, 20 \%, 40 \%, 60 \%, 80 \%, and 100 \% by volume of water with methanol as the other solvent. Approximately 10 mg of solid material (SiO\textsubscript{2}, UiO-66, UiO-66-NH\textsubscript{2}, UiO-67, and NU-1000) were added to each set of solution mixtures and stirred at ambient temperature for 18-24 hours. The samples were then centrifuged to drive the surface material to the bottom of the vial. The top aqueous portion was pipetted into a vial and transferred into the LC-MS. A control set of vials was made for both carfentanil and remifentanil salts with no solid material for comparison.

2.4 IR spectroscopy
In order to differentiate between the various functional groups of the opioid structures, diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) was utilized after the opioids were synthesized. The opioid salt (~0.9 mg) was placed into the DRIFTS cell (Harrick) oriented in the internal compartment of a Thermo Nicolet 6700 FTIR spectrometer under a CO\textsubscript{2} and H\textsubscript{2}O-free air purge for approximately 10 minutes. Then an IR spectrum was taken with an average of 256 scans at a 2 cm\textsuperscript{-1} resolution. A KBr powder was used as the background spectrum.
2.5 Density functional theory

Plane wave density functional theory (DFT) calculations were done using the Quantum Espresso software package. Core electrons were approximated using projector augmented wave pseudopotentials with a 40/400 Ry corresponding wavefunction/electron density cutoff. The exchange correlation was approximated using the Perdew–Burke–Ernzerhof functional. All presented structures were geometry optimized with convergence thresholds of $10^{-5}/10^{-4}$ Ry for the energies/forces. All calculations included only the Γ-point due to size constraints.

3. RESULTS AND DISCUSSION

3.1 Characterization of protonated opioid salts

Before analyzing the opioids in solution, one major knowledge gap in the literature was where the opioid protonated when in the salt form. A DRIFTS spectrum was taken of carfentanil oxalate salt after synthesis under a CO$_2$- and H$_2$O-free air purge for ~10 minutes (Figure 1). The likely sites for protonation on the opioid structure are the oxygen atoms on the C=O moieties and the nitrogen atoms. In IR spectroscopy, the wavenumber (cm$^{-1}$) shifts are sensitive and the difference between C=O modes and C–O–H modes are large and distinct. Figure 1 shows all of the C=O modes are present at 1740 cm$^{-1}$ assigned to the ester group, 12 1666 cm$^{-1}$ assigned to the ketone group, and 1605 cm$^{-1}$ assigned to the oxalate group, respectively, of the carfentanil oxalate salt. If any or all of the groups were protonated, the IR peak(s) would redshift down in frequency below 1600 cm$^{-1}$. Since the redshift does not occur, the opioid is not protonated at the oxygen atoms.

3.2 Characterization of opioids in solution

The synthesis of carfentanil salt has been studied previously in the literature and characterized in methanol solvent. The 1H NMR shifts for carfentanil oxalate salt in methanol were assigned as δ 7.52–7.44 (m, 3H), 7.37–7.35 (m, 2H), 7.30–7.19 (m, 5H), 3.80 (s, 3H), 3.53–3.48 (m, 2H), 3.34–3.23 (m, 4H), 2.99–2.95 (m, 2H), 2.50–2.45 (m, 2H), 1.97–1.89 (m, 4H), and 0.92 (t, 3H, J = 7.33 Hz), where each peak splitting corresponds to a group of atoms on the opioid structure. However, when carfentanil was dissolved in different solvents, the NMR spectra changed. Figure 2 shows a 0.016M solution of carfentanil oxalate salt in different solvents. When carfentanil oxalate is in methanol, the peaks at 3.8 ppm, 3.5 ppm, 3.3 ppm, 3.0 ppm, 2.5 ppm, and 2.0 ppm correspond to the O–CH$_3$, N–CH$_2$, N–CH$_2$–CH$_2$, Ph–CH$_2$, C–CH$_2$, and OC–CH$_2$–CH$_3$ groups which are consistent with literature values. Interestingly, new NMR peaks are observed in dimethyl sulfoxide (green curve) and water (blue curve) solvents. Using the $(n + 1)$ rule, the NMR peak in methanol at 3.8 ppm is assigned to the methoxy (O–CH$_3$) moiety on the opioid and should be a singlet.
since its next nearest neighbor contains zero hydrogen bonds. Interestingly in water, the singlet peak is observed as a
doublet. From 2D NMR spectroscopy (not shown here), the doublet is actually two singlet peaks. Another example of
this doubling effect is shown at 3.0 ppm, which is assigned to the CH₂ moiety next to the phenyl ring of the opioid.
The CH₂ group shows a triplet NMR band in methanol and shows two triplets in water. The doubling effect is
consistent with the theory that two geometrically different carfentanil molecules are observed in water and are not
observed in methanol. Two molecules with the same chemical formula but with different geometric structures are
called conformers.

Figure 2. NMR spectra of 0.016 M carfentanil oxalate salt in different solvents. The salt is dissolved in methanol (black),
chloroform (red), dimethyl sulfoxide (green), deuterated water (purple), and water (blue curve).

Figure 3. NMR spectra of 0.016 M opioid salts in methanol (depicted with /MeOH) or water. The salts are carfentanil
oxalate (black), carfentanil citrate (cyan), carfentanil oxalate precursor in methanol (pink), carfentanil oxalate precursor
in water (red), carfentanil HCl precursor (green), remifentanil oxalate in methanol (orange), remifentanil oxalate in water
(purple), and remifentanil HCl (blue curve). The red circles on the right correspond to the functional group changed
compared to the carfentanil structure.
Control experiments were performed to determine what caused the conformer effect. Figure 3 shows a systematic approach of changing one variable in the opioid salt solution such as the anion or a functional group of the opioid structure in order to discover insight into the possible cause of the conformer changes. Firstly, the carfentanil oxalate (black curve) was replaced with the carfentanil citrate (cyan curve) salt to determine if the anion in the salt had an impact on the conformation. The results show the anion has no effect on conformation. All of the NMR peaks in the carfentanil oxalate salt solution in water are present in the citrate salt solution; therefore, the conformation is likely affected by the solvent, as shown previously, and the opioid structure itself. The next step required the synthesis of a different opioid, the carfentanil precursor, which replaces the ketone group with an NH group. In methanol, the carfentanil oxalate precursor (pink curve) displayed one distinct NMR peak at 3.6 ppm assigned to the methoxy moiety; and in water, both the oxalate and HCl precursors (red and green curves) show two distinct singlet peaks. Not only do the oxalate precursor salts give conformers in water, but the intensities of the two singlet peaks portray a closer affinity for a 1:1 ratio of the conformers compared to the carfentanil salt conformers.

Since the side of the opioid molecule that contains the ester and ketone groups did not quench the measured conformer effect, the side of the opioid molecule that contains the phenylethyl moiety was changed. By replacing the phenylethyl moiety with an ester group, the new molecule synthesized is called remifentanil salt. Figure 3 shows remifentanil oxalate in methanol (orange curve) and water (purple curve). Now with two methoxy moieties on remifentanil, two distinct singlet peaks are present in the NMR spectrum in methanol. Surprisingly, no new NMR peaks were present when remifentanil salt was dissolved in water signifying no conformer changes in contrast to the carfentanil salts.

### 3.3 Characterization of neutral and protonated opioids

The replacement of the phenyl group in the carfentanil structure to the ester group in the remifentanil structure caused a significant conformer change in the NMR spectra and to help understand this change DFT calculations were performed. The first step in the process was to systematically break each bond of the opioid molecule and reattach it in different orientations to create over a hundred different possible structures. These structures were then plotted with their relative energies compared to the ground state structure. Figure 4 shows carfentanil and remifentanil structures in their neutral states (green and blue dots respectively) and their protonated states (orange and red dots respectively) with each structure’s optimization energy normalized to the ground state structure’s energy. From these results, one major trend shows that the carfentanil structures (green and orange dots) have relatively lower energy structures than the remifentanil structures. High energy structures could explain why remifentanil salt water solution NMR spectra do not show multiple conformers because the remifentanil conformers might have energy too high to be stable at ambient conditions.

![Figure 4. Energies of different conformer structures relative to the ground state structure. The neutral carfentanil (green dots) and remifentanil (blue dots) are compared to the protonated carfentanil (yellow dots) and remifentanil (red dots) structures. The boxes hold the molecular structures of specific conformers where the C, H, O, and N atoms are grey, white, red, and blue, respectively.](image)

Another trend appears when the energies of the neutral structures are compared to the protonated structures. By adding one hydrogen to the neutral opioid structure, the structures become more rigid with larger energy differences from the
ground state. Some explanation behind this trend can be understood by focusing on the geometries of the different structures. For the neutral carfentanil and remifentanil structures (green and blue boxes), if the ester group is twisted, the phenylethyl group is folded, or even the ethyl ester group is folded, the conformer structure energies do not change significantly compared to the ground state conformer. The lack of energy changes for the neutral structures indicates their conformer structures are not stable and any twists or folds formed during conformation will easily change back to the original ground state orientation. Overall, the neutral species are flexible and labile and do not want to form stable conformer structures. On the other hand, adding the hydrogen atom to the N-piperidine ring, creates a rigidity that stabilizes the conformers in their geometries. As shown in Figure 4 for protonated remifentanil, if the ester group next to the ketone group was twisted, the relative energy jumped to 0.1 eV, and so on as each functional group is oriented differently, the relative energy increased signifying the larger rigidity of the protonated structures compared to the neutral structures. Further studies are ongoing to understand why the rigidity changes.

3.4 Characterization of opioids on surfaces

Conformational changes in the opioid structures might potentially affect binding on surfaces. Therefore, we chose five surfaces to initially study: SiO$_2$, UiO-66, UiO-66-NH$_2$, UiO-67, and NU-1000. Silica contains polar –OH surface sites that have the ability to hydrogen bond with the oxygen and protonated nitrogen groups of the opioids. The UiO series of surfaces are a class of Zr-based materials called metal organic frameworks (MOFs). MOFs contain inorganic oxide nodes called secondary building units (SBUs) connected by organic linkers that form three-dimensional crystal lattices. Several advantages of using the Zr-based MOFs are their stability in water, high surface areas (~500–2,000 m$^2$/g), and their controllable pore sizes. Additionally, MOFs contain both polar and nonpolar groups that may allow for multiple binding sites for the opioid molecules. Figure 5 shows both carfentanil (top) and remifentanil (bottom) uptake normalized to the control, which contained no surface material. The opioid of interest was dissolved into 0 %, 20 %, 40 %, 60 %, 80 %, and 100 % water mixtures with the remaining percentages being solvent methanol. Then, ~10 mg of surface material was added to the solution mixtures, stirred, centrifuged, and the supernatant was transferred to the LC-MS for analysis.

Carfentanil citrate results show no binding (complete recovery) of the opioid on SiO$_2$, which contains no pores. The hydrogen bonding is likely too weak in energy to interact strongly enough with the opioid. Similarly, carfentanil does not absorb into UiO-66, which contains pore diameters of ~6 Å that are too small for carfentanil to penetrate into the pores. On the other hand, once the pore size increases to ~12 Å for UiO67, carfentanil uptake increases, but only when the water content is high. For NU-1000 with a pore diameter of ~30 Å, uptake occurs in both methanol and water, with more uptake in water. At this time, the cause of the changes in uptake seem to stem from a solvent effect, but a conformational effect cannot be ruled out. Since polar OH sites showed minimal carfentanil uptake, the organic linker was changed to include an amine (–NH$_2$) group in order to see if the C=O modes in the opioid might interact with the amine group more strongly than the –OH groups on the MOF surface. Indeed, the uptake increased with the addition of the amine group in the MOF called UiO-66-NH$_2$, and the trend continued with water increasing the uptake of the opioid on the surface compared to in methanol. Future studies are pending to try and elucidate these results.
Figure 5. Uptake studies of carfentanil citrate (top) and remifentanil HCl (bottom) on surfaces. The opioids were dissolved in 0 %, 20 %, 40 %, 60 %, 80 %, and 100 % water mixtures with the remaining percentages in methanol. The surfaces used were SiO2, UiO-66, UiO-66-NH2, UiO-67, and NU-1000 in order of increasing porosity from left to right.15

Surprisingly, remifentanil HCl uptake on surfaces produced a different result when the opioid was introduced to the MOFs. As expected, no uptake occurred on SiO2 in methanol or in water. However, positive amounts of remifentanil were measured after uptake when remifentanil was mixed with UiO-66, UiO-66-NH2, and UiO-67. It is impossible to retain more than 100 % recovery of the opioid unless a reaction occurs; therefore, a phenomenon seemed to be occurring in the control mixture, which consisted of remifentanil HCl salt and solvent mixture without any surface material present. After further analysis of the LC-MS chromatograms, a new peak grew in the control mixtures as water content increased, and that peak was found to be hydrolyzed remifentanil product (not shown). Thus, remifentanil salt was decomposing in water; however, with the addition of the MOF surfaces, the solution mixture likely became more acidic and stabilized the remifentanil from becoming hydrolyzed. If remifentanil became more stable in the MOF solutions, then normalizing to the control would portray the illusion that more remifentanil formed than was present originally. Since NU-1000 has such a high affinity for opioid binding, the remifentanil results look normal with the similar trend that more water shows more uptake.

4. CONCLUSIONS

Opioid characterization in solution and on surfaces unrelated to the human body can now be more understood. We found that the opioid salts are protonated at the N-piperidine ring of the opioid structure, which is consistent with literature theory. Carfentanil salts form conformers in more polar solvents such as water, whereas remifentanil salts portray one structure in water. Calculations show trends that remifentanil conformer structures require higher energies
than carfentanil conformers. Additionally, neutral opioid structures are more labile, and lack stable conformers compared to the protonated opioid salt forms. When these opioid salts are put on surfaces, increased water content increased uptake of the opioids on the surface. Carfentanil overall showed little uptake on MOFs until the pore sizes were large enough to accommodate the opioid. Remifentanil stabilized in the acidic MOF solution. The cause of uptake on surfaces is still unclear; however, many previous knowledge gaps have been solved and the next step in understanding lies on the surface.
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ABSTRACT

MXenes are a recently-discovered class of materials with exceptional electrical, thermal, mechanical, and electromagnetic properties. They were first discovered by Gogotsi and co-workers in 2011 at Drexel University. This class of materials originally included carbides of transition metals, but it has expanded to include carbonitride and nitride materials. All are produced by selective etching and delaminating early transition metal compounds to form nanoparticles with two dimensional structures. MXenes have the ability to 1) efficiently absorb light of varying wavelengths (visible thru infrared), 2) efficiently store charge and act as supercapacitors, and 3) exhibit photoluminescence. We hypothesized that MXenes should have a superior ability to inject electrons into an adjacent acceptor substrate, i.e., a suitable semiconductor, so a MXene nanostructure that is efficiently grown or attached to a semiconductor substrate (with suitable band gap) will efficiently absorb light, generate excited electrons, store that charge, and inject that charge into the semiconductor. In order to test this hypothesis, we fabricated novel TiO\textsubscript{2}/Ti\textsubscript{3}C\textsubscript{2} fiber nanocomposites and subsequently measure its charge injection properties using transient absorption measurements. We teamed with Dr. Yuri Gogotsi to fabricate these novel nanocomposites and leveraged our relationship with Dr. Yi Rao of Utah State University to determine the charge transfer characteristics of the composites. This project provides a new and exciting material to be explored in a range of applications including filtration, decontamination, energy conversion, and obscuration.

Keywords: obscurants, nanoparticles

1. INTRODUCTION

MXenes are a recently-discovered new class of materials. They are two-dimensional in structure and made of transition metal carbides, carbonitrides, and nitrides.\textsuperscript{1} They exhibit exceptional electrical, thermal, mechanical, and electromagnetic properties. The first class of two-dimensional transition metal carbides were originally discovered and characterized by Dr. Yuri Gogotsi and co-workers in 2011 at Drexel University\textsuperscript{2} and referred to as MXenes. These materials have since expanded to include carbonitride and nitride materials, all produced by selective etching and delaminating layers using a range of early transition metal compounds.\textsuperscript{3,4} Large material diversity contributes to their wide-ranging properties, and theoretical and experimentally-created MXenes are shown in Figure 1.
Recently, these materials have found applications in microwave absorbing and shielding,\textsuperscript{5,6} water splitting,\textsuperscript{7} water purification and desalination,\textsuperscript{2} methane adsorption,\textsuperscript{8} transparent conductors,\textsuperscript{9} photocatalysis,\textsuperscript{10,11} chemical sensing,\textsuperscript{12} photoluminescence quantum dots,\textsuperscript{13} flexible and conducting films,\textsuperscript{14} and super capacitors.\textsuperscript{14–18}

These composites are generally described by the formula $M_{x+1}AX_n$, where $M$ is an early transition metal, $A$ is selected from group IIIA or IVA elements, and $X$ is C or N, with $n = 1, 2, or 3$. This composite is referred to as the MAX Phase. To separate the layers, the $A$ layer is etched away, typically by using HF or LiF and HCl. This produces a multilayered MXene phase which now has a functionalized surface containing $-\text{OH}$, $-\text{F}$, or $=\text{O}$ groups.\textsuperscript{6} This resulting MXene laminate is weakly bound together and may be delaminated by sonication or vigorous shaking. This process is described in Figure 2. These materials share similarities with graphene, both start with stacked tightly bound phases and are exfoliated to monolayers by the use of intercalants and mechanical agitation or sonication.\textsuperscript{14} Unlike graphene, however, MXenes are more resistant to van der Waals restacking, so while graphene reforms graphite, MXenes do not reform the MAX phase due to the functionalized surface.\textsuperscript{5} This characteristic in particular allows MXene to retain its unique electrical properties, and also makes it an attractive additive in various nanocomposites. In terms of conductivity, some MXenes exhibit over three-times greater conductivity, when compared with reduced graphene oxide.\textsuperscript{9}

Due to the above MXene characteristics, we anticipated that this exciting class of materials should also exhibit superior charge injection characteristics. This is supported by the material’s ability to efficiently absorb incident radiation, the ability to store charge (e.g., as a supercapacitor), high conductivity, ability to transfer charge, and exhibit photoluminescence.

Assuming an efficient electron acceptor is near or adjacent to the MXene, it was hypothesized that the excited electron should hop or inject into the acceptor material. Photoluminescence would be quenched in this scenario. This is readily observable in analogous composite systems where plasmonic nanoparticles are decorated on semiconductor substrates. In this analogous composite structure, the plasmonic nanoparticles absorb light, generate electrons in excited states, and subsequently inject the “hot” electrons into the adjacent semiconductor. Due to their superior quality to store charge, it stands to reason that MXenes should also have a superior ability to inject electrons into an adjacent acceptor substrate, assuming that the acceptor has the appropriate band gap. Indeed, in one initial study, titania-Ti$_3$C$_2$ hybrid materials have already exhibited excellent interfacial charge transfer properties.\textsuperscript{20} This was achieved through separation of photogenerated carriers from photogenerated holes, which was then shown to promote photocatalytic activity of TiO$_2$.\textsuperscript{20}
Hence, our central hypothesis in this study was that a MXene nanostructure efficiently grown or attached to a semiconductor substrate (with suitable band gap) will efficiently absorb light, store that charge in a controllable fashion, and inject that charge into the adjacent semiconductor substrate. Furthermore, we hypothesize that the way in which the 2D sheets of MXene are prepared or attached to the semiconductor substrate will greatly impact the charge injection process.

To test this hypothesis, we identified TiO\textsubscript{2} as a suitable semiconductor substrate that could be used to study the transfer of charge between the MXene to the TiO\textsubscript{2}. TiO\textsubscript{2} is an ideally suited material for this study, due to its inherent band gap, its ease of fabrication, and its ability to grow or attach other nanostructures, such as a MXene. Hence, a primary goal during year one of this study was to fabricate and characterize MXene/TiO\textsubscript{2} composites.

Several aspects of this study are of particular interest to the U.S. Army and the Warfighter. The properties of the materials indicate that they could provide advantages as a new type of catalyst for industrial chemicals or as an attenuating aerosol for use in a complex electromagnetic environment. MXenes are hydrophilic after suitable processing, which reduces the organic solvent waste burden that is inherent with hydrophobic materials. Their hydrophilic characteristic indicates that they can be suspended in a water solution, this may facilitate their dispersal as an aerosol fog, rather than using incendiary or energetic dispersal methods. Previous research, available in the scientific literature, has described a method to achieve specific lateral size distributions through the use of gradient centrifugation.\textsuperscript{21} This selectivity may allow better performance by properly matching the flake size with intended wavelengths of electromagnetic radiation to absorb or reflect. Alternatively, the flakes could be used in broad lateral size distribution, this may produce a broadband absorber covering a wider range of wavelengths, e.g., from microwave to visible radiation. In comparison to MXene, graphitic materials, such as graphene, are well-studied two-dimensional conductive materials; however, their electrical efficiencies are reduced through lattice and surface defects that are an inherent byproduct in their synthesis. In addition to defect-related performance degradation, graphitic materials are typically hydrophobic, and this hydrophobicity increases their processing costs and handling burden by requiring potentially hazardous organic solvents for processing or forming dispersions.

2. MATERIALS

The choice of testing Ti\textsubscript{3}C\textsubscript{2}-TiO\textsubscript{2} nanocomposites was based on the following considerations. TiO\textsubscript{2} was included in the composite since our laboratory has extensive experience in fabricating and characterizing spherical-, nanorod-, and fiber-shaped TiO\textsubscript{2}. Additionally, TiO\textsubscript{2} has a band gap near 3.2 eV, making it a suitable candidate for accepting electron injection from various electron donors. We have recently explored the charge injection properties of plasmonic/TiO\textsubscript{2} nanocomposites. The MXene Ti\textsubscript{3}C\textsubscript{2} was chosen because it is the most well-known and well-characterized material in this class.

The following approach to fabricate and characterize Ti\textsubscript{3}C\textsubscript{2}-TiO\textsubscript{2} nanocomposites was used.

2.1 TiO\textsubscript{2} fiber substrates

Our laboratory has both the expertise and equipment to electrospin titania fibers with controllable dimensions. These fibers will be used as the substrate for embedding, growing, or attaching MXene nanostructures. The fibers were characterized in terms of composition and size via XRD and SEM.

2.2 MXene fabrication

Dr. Yuri Gogotsi, and his Nanomaterials Group at Drexel University, is the preeminent leader in the field of MXene synthesis and preparation. Collaborating with his expertise reduced the time and labor needed to generate usable material. We focused on Ti\textsubscript{3}C\textsubscript{2} MXene in this study, but a wide range of other compounds, made by varying the transition metal, are options for future study.

2.3 Charge injection

Charge injection studies were done in collaboration with Dr. Yi Rao, who is a leader in the field of transient absorption. Dr. Rao was funded by our group and assisted in the characterization of these nanocomposites during year one. Transient absorption is a pump/probe technique in which the injection of charge into a substrate may be monitored by pumping the composite with a femtosecond laser of a given wavelength and power, and subsequently
probing/monitoring the absorption properties of the substrate (at a different wavelength) to determine whether charge is injected.

2.4 TiO$_2$/Ti$_3$C$_2$ nanocomposite fabrication

An approach for fabricating a TiO$_2$/Ti$_3$C$_2$ nanocomposite is to electrospin TiO$_2$ fibers containing the MXene. This approach is based upon a prior study in which electrospun polymer fibers and thin films were loaded with MXenes. These composites were shown to have greater electrical conductivity, when compared with the corresponding neat polymer. The electrical conductivity of polymers loaded with MXene increased by three orders of magnitude when compared with the neat polymer. An example of these electrospun Ti$_3$C$_2$/Poly(ethylene oxide) (PEO) fibers is shown in Figure 3. We employed a similar approach.

![Figure 3. Electrospun Ti$_3$C$_2$/PEO fibers.](image)

Layered Ti$_3$C$_2$ MXene was obtained from the A.J. Drexel Nanomaterials Institute, Drexel University, Philadelphia, PA. Polymethyl methacrylate (M$_w$ = 996,000 Da), chloroform (CHCl$_3$), N$_2$N–dimethylformamide (DMF), and titanium isopropoxide (TTiP) were procured from Sigma-Aldrich®; these chemicals were used without additional purification. Water used during MXene self-assembly was 18.2 MΩ deionized water and was purified by a Millipore® Direct-Q® 5 water purification system.

3. EXPERIMENTAL

3.1 Synthesis of MXene-TiO$_2$ and TiO$_2$ composite nanofibers

A laboratory quantity of Ti$_3$C$_2$ MXene was fabricated by Gogotsi’s group following procedures similar to those previously disclosed by Ghidiu et al. In brief, this method involves etching a Ti$_2$AlC MAX phase with an acid, followed by sonication to delaminate into monolayers.

The resulting Ti$_3$C$_2$ monolayers from Gogotsi were incorporated into electrospun TiO$_2$ fibers at ECBC following electrospinning procedures reported by Liu et al, with modifications to incorporate Ti$_3$C$_2$ MXene, and applying concepts similar to those implemented by Mayerberger et al. and Kiennork et al. Mayerberger discovered that the polymer jet ejection characteristics vary depending upon Ti$_3$C$_2$ concentration, due to changes in viscosity and electrical conductivity. They determined the ideal concentration for electrospun Ti$_3$C$_2$ in a polymer solution is a 1 % w/w. This concentration was the starting point for TiO$_2$ electrospinning; however, these parameters—in addition to electrospinning voltage potentials, needle size, and pump rate—required tuning in order to be optimized.

As a control, TiO$_2$ fibers (without MXenes) were also fabricated using a simple a sol-gel synthesis process. This sol-gel process disperses MXene and Titanium isopropopoxide (TTiP) into a uniform suspension containing polymethyl methacrylate (PMMA) that is ideal for electrospinning. Fibers were electrospun using the sol-gel suspension, then a thermal treatment was used in a controlled environment to evaporate PMMA and convert the TTiP to TiO$_2$.

A brief description of the procedure follows: 320 mg of PMMA was slowly added to 2 mL of chloroform while stirring, the solution was stirred until the PMMA was completely dissolved, for approximately 30 minutes. TTiP was added dropwise to the stirring solution—the volume varied from 0.29 mL to 0.67 mL, depending upon the desired MXene-to-TTiP concentration. The solution was allowed to stir for an additional 30 minutes. Following the addition
of TTiP, 2 mL of DMF was added and allowed to stir for 2 hours, with a variable mass (34–275 mg) of MXene flake added to the stirring solution 30 minutes prior to electrospinning. Fibers were electrospun using an MTI KJ Group Electrospinning cabinet, model MSK-NFES-3LDV (Richmond, CA). The solution was drawn into a syringe with an 18 ga needle attached. The syringe was clamped into a syringe pump, with the needle positioned 8 cm away from a horizontally-rotating drum mandrel. The following process parameter were used: the mandrel operated at 400 rpm, the syringe pump flow was set to 0.12 mL/min, and a 10kV potential was applied to the syringe tip. A diagram of the process is detailed in Figure 4. For clarity, DMF and chloroform were omitted from the diagram but were included in the electrospinning solution.

![Figure 4. Electrospinning process for MXene-TiO2 composite, portions adapted from Shahreen, et al.](image)

Electrospun TiO2 nanofibers were fabricated by applying the sol-gel synthesis process previously described for MXene-TiO2 fibers. These fibers didn’t contain MXene and were produced using 0.67 mL of TTiP and 320 mg of PMMA.

The resulting MXene-TTiP-PMMA and TTiP-PMMA nanofibers mats were allowed to stand for 24 hours under ambient conditions. This allowed the TTiP in the electrospun fibers to hydrolyze into Ti(OH)4 and then further condensation to amorphous TiO2 prior to thermal treatment.

Fibers were thermally treated by calcining in a Thermo Scientific Lindberg Blue M TF55035A-1 Tube Furnace (White Deer, PA) tube furnace for four hours at 400 °C under an Ar-H2(10 %) atmosphere. A weight difference was noted between the pre-calcined and post-calcined fibers, this difference was consistent with PMMA evaporation and water loss.

### 3.2 Synthesis of MXene-TiO2 composite nanofibers with self-assembled surface MXene

MXene flake was self-assembled to the surface of electrospun TTiP-PMMA and MXene-TTiP-PMMA fibers. The self-assembly process started with as-spun fiber mats that were electrospun following procedures outlined in Section 3.1, prior to the calcination step. Briefly, a colloidal suspension of MXene in water was produced by adding 0.0330 g of MXene to 40 mL of deionized water. This solution was sonicated at 24 watts for 70 minutes using a Misonix Sonicator 3000 (Farmingdale, NY) with a horn having a one-inch diameter tip operating at 20 kHz. Following sonication, 0.129 g of electrospun fibers were added to the colloidal suspension and stirred for 15 minutes. During this time, MXene self-assembled onto the fiber surface. The resulting fibers were centrifuged at 4,100 rpm for 15 minutes, then filtered. A diagram illustrating the process is shown in Figure 5. Coated fibers were thermally treated using the previously-described procedures. Post calcination fibers prepared using this procedure and resulting in a MXene-TiO2 composite with a self-assembled MXene surface are hereafter referred to as MXene-TiO2-MXene fibers.
3.3 Visible pump-transient IR absorption

The experimental setup for the visible pump-transient IR absorption experiments was described previously. A schematic of the experimental pump-probe setup is provided in Figure 6. Briefly, a regenerative-amplified 100 fs Ti:Sapphire laser system (Quantronix; San Jose, CA), operating at 800 nm and 1 kHz repetition rate, was used for the experiments. A typical output power of the laser was 2.5 W. 40 % of the 800 nm output was frequency doubled in a BBO crystal to generate a pump pulse of 400 nm with a pulse energy of 3 µJ. The remaining 60 % of the output laser pulse was used to pump a Palitra-FS IR Optical Parametric Amplifier (Quantronix; San Jose, CA) to produce an IR pulse of 5260 nm (1900 cm\(^{-1}\)) with a pulse energy of 1.5 µJ. The IR beam was attenuated by more than 1,000 times before the samples. The IR probe was detected by a Teledyne Judson liquid nitrogen cooled HgCdTe detector, model J15D14-M204B-S01M-60-D31316 (Montgomeryville, PA) followed by an amplifier. The pump pulse was modulated by a New Focus (Santa Clara, CA) modulated chopper, Model 3501, operating at 500 Hz. The amplified IR signal from the detector was sent to a lock-in amplifier (Stanford Research, SR830). The digitized outputs were processed and recorded by a home-made Labview (National Instruments; Austin, TX) program. The instrumentation response function for the transient IR was 300 fs. The samples of TiO\(_2\) and Ag-TiO\(_2\) powders were pressed into thin slices, respectively. A typical thickness of the samples is around 100 µm for the transient IR absorption measurements.

4. RESULTS AND DISCUSSION

4.1 Electrospun MXene-TTiP-PMMA fibers

The primary goal for the first-year of this multi-year project was to identify and develop methods and procedures that would enable MXene to be grown or attached to a semiconductor substrate having a suitable band gap that would efficiently absorb light. It was unknown at the inception of this project if MXene could actually form an intermediate or composite that would allow for easily handling and processing (e.g., electrosprinning). No literature references were found to indicate this had been done before. By the end of the first year, we had developed a method to do just that—producing a MXene-semiconductor composite that demonstrated charge transfer between the MXene and TiO\(_2\) semiconductor. Method development began by trying a 2.5-wt% loading of MXene to TTiP solution for electrosprinning. The concentration of MXene was gradually increased over several electrosprinning cycles. A solution having a MXene to TTiP ratio of 50/50-wt% with a PMMA support matrix was finally selected as the best alternative. PMMA polymer was selected as the support matrix because it provided an inert matrix that allowed the fibers to be electrospun and aided in post processing but would be cleanly evaporate during thermal treatment. The electrospun fibers were examined by electron microscopy and evaluated through electron injection studies.
A visible difference exists between fibers electrospun without and with MXene. Figure 7 illustrates this difference, the fibers shown on the left do not contain MXene and are snow white in appearance. The fibers on the right in Figure 7 contain a 50/50-wt% loading of MXene to TTiP; these fibers appear dark gray in their as-spun form, when the fibers turn black when they are consolidated and rolled under load. The visible difference between samples, electrospun without and with MXene, led us to believe that MXene was successfully electrospun into the fibers.

Fibers were imaged by SEM to determine their morphology and to compare any differences between those electrospun without and with MXene. Fibers electrospun without MXene are smooth in appearance and have a consistent diameter along the fiber length; an SEM micrograph of these fibers is shown in the left panel of Figure 8. Fibers that were electrospun with a MXene and having a MXene to TTiP loading of 50/50-wt% are shown in the right panel of Figure 8. These fibers appeared similar to the fibers in the left panel of Figure 8, with the exception of nodules along the fiber axis. These nodules appear to be MAX phase (unetched or unexfoliated MXene).

4.2 MXene self-assembly onto MXene-TTiP-PMMA and TTiP-PMMA fiber surfaces

MXene self-assembly to the TTiP-PMMA and MXene-TTiP-PMMA fiber surfaces is demonstrated by the SEM micrographs shown in Figure 9. The successful self-assembly is clear when the images shown in Figure 9 are compared with the images shown in Figure 8.
To further verify that MXene sheets had self-assembled to the fibers, a specimen of the fibers shown in the right panel of Figure 9 was loaded on to a lacey carbon grid and imaged using TEM. Layered structures on the fiber surface are clearly visible in Figure 10 and are indicative of MXene.

4.3 Calcined fibers

After electrospinning and any post treatment steps (e.g., MXene self-assembly to the fiber surface) were complete, the fibers were calcined in an Ar-H₂ (10 %) atmosphere at 400 °C for 4 hours. A weight difference was noted between the pre-calcined and post-calcined fibers, this difference was consistent with PMMA evaporation and water loss. The post-calcined fibers retained their original morphologies and physical appearance. Nodules are still present in the fibers (see left panel of Figure 11), as well as MXene, which had self-assembled to the fiber surface (see right panel of Figure 11).
4.4 Transient absorption measurements (pump-probe)

In collaboration with Yi Rao at Utah State University, studies of two laser pump-probe optical properties were studied on several films. Electron injection studies were performed for the samples using transient absorption spectroscopy.

To determine if the injection of electrons from MXene to the conduction band of TiO$_2$ occurs after photo-illumination, transient IR absorption spectroscopy was used for the as-prepared TiO$_2$ fibers and the as-prepared MXene/TiO$_2$ composite fibers. The IR at 1900 cm$^{-1}$ is transparent to any chemical groups, but sensitive to the change in the absorption of free carriers. Therefore, the transient IR absorption measures the absorption of free carriers inside the conduction band of TiO$_2$, following the 400 nm pump excitation of electron from its valence band. As demonstrated in Figure 12, a prominent change in the transient IR absorption was observed for all MXene/TiO$_2$ composite fibers. This fast electron injection suggests that the MXene electrons rapidly transfer into the conduction band of the semiconductor. Figure 12 also presents the decay of the transient IR absorption for the MXene/TiO$_2$ nanofibers. This decay is likely due to the electron redistribution caused by a back-electron transfer process.

In addition to a traditional femtosecond transient absorption, microscopy was combined with the ultrafast measurements for the purpose of determining the response of single microparticles and small crystal samples. This is a custom-built microscope for both transmission-type and reflection-type transient absorption experiments, which is not commercially available. This micro-transient absorption spectrometer, combined with UV absorption, Raman, and photoluminescence, is especially good for characterizing linear, nonlinear, ultrafast optical properties of particle materials.

As shown in Figure 12 for several samples, three of the films have very different performance for the MXene components of the composite material, with two of the films very similar and one different. In particular, sample 180814-4 shows electron charge injection, storage and transfer. Transient absorption showed interesting results for sample 180814-4 since these fibers appeared to allow electron injection, charge storage and fast transfer. The reasons for the differences in the three films are under study.
4.5 Addition of platinum nanocrystals

Due to our observations of the propensity of MXenes to inject electrons into TiO₂, we hypothesized that this propensity could also be used to enhance chemical reduction reactions. To test this hypothesis, we added Pt nanoparticles to the MXene-TiO₂-MXene composite using the following procedure: 5 mg of MXene-TiO₂-MXene was ultrasonically dispersed in 20 mL of water for two hours and subsequently mixed with an aqueous solution of K₂PtCl₆ (0.02 mM). The resulted aqueous suspension was further dispersed for an hour. Then, NaBH₄ (30 mg) was added into the mixture, resulting in the generation of catalyst as a dark suspension. The mixture was stirred for another half an hour at room temperature to fully deposit the metallic nanoparticles onto the support. Finally, the desired catalyst Pt-MXene-TiO₂-MXene was collected by centrifuging and washed with de-ionized water for three times and then dried in vacuum at room temperature.

Electrodes were then prepared as follows. The electrodes were prepared by casting catalyst inks on carbon paper (0.5 cm × 0.5 cm). The catalyst inks (Pt-MXene-TiO₂-MXene or MXene-TiO₂-MXene) were prepared by dispersing the catalyst in water with 0.05 wt% Nafion®. The catalyst ink was deposited on carbon paper and dried in vacuum at room temperature, resulted in a metal loading of 1 mg Pt/MXene-TiO₂-MXene cm⁻² and 1 mg MXene-TiO₂-MXene cm⁻².

Initial results indicate an increased hydrogen evolution from the electrode materials at lower applied voltage, as a reaction of Pt nanoparticles on MXene-TiO₂-MXene. In particular, sample 180814-4 showed good activity when it was decorated with Pt nanocrystals. The observed performance increase is illustrated in Figure 13, MXene-TiO₂-MXene composite electrodes compared with Pt-decorated MXene-TiO₂-MXene composite electrodes.
5. CONCLUSIONS

MXene/TiO₂ composites were successfully fabricated during year one of this study. Specifically, MXenes were first incorporated into the electrospinning TiO₂ process. This approach resulted in the MXenes residing on the inside of the TiO₂/MXene composite fibers. Concurrently, MXenes were successfully self-assembled onto the surface of TiO₂ and TiO₂/MXene fibers. Transient absorption measurements confirmed the transfer of charge from the MXene to the TiO₂ for all fabricated composite fibers. This injection rate was extremely fast, on the order of one picosecond. For the specific case in which the MXenes were present on the inside of the TiO₂ fibers, a gradual decay rate in transient absorption was observed. This decay is likely due to the electron redistribution caused by a back-electron transfer process. For the case in which the MXenes were both on the interior and exterior of the fiber, an increase in the decay rate was observed. Future studies will attempt to elucidate why the presence of MXene on the outside of the fiber enhances this decay rate. In addition to the charge injection studies that were completed, initial efforts to explore water splitting were made by growing Pt nanoparticles onto the surface of the MXene/TiO₂ composite fibers. Initial results indicate that this novel composite is capable of splitting water.
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ABSTRACT

Metal-organic frameworks are gaining wide-spread applicability across many fields. We utilized metal-organic frameworks to develop a universal matrix for a new matrix-assisted laser desorption ionization mass spectrometry technique. The matrix-assisted laser desorption ionization technique is a powerful ionization method used to improve mass spectrometry characterization of biological samples. The current matrices used in the matrix-assisted laser desorption ionization process are not universal, and usually depend heavily on the nature of the analytes being analyzed. As such, there are many matrices that are used and based on the nature and type of analytes suitable matrices will be selected to provide optimal matrix-assisted laser desorption ionization mass spectrometry analysis. We proposed to utilize metal-organic framework compounds with multifunctional groups and various pores structures to address this technological gap. Understanding the basic mechanism of ionization during matrix-assisted laser desorption ionization-mass spectrometry process is vital to design an effective metal-organic framework surface to act as universal matrix. Metal-organic frameworks can be synthesized with regular or predicted geometry. In this report, we investigated the utilization of modified HKUST-1 with isonicotinic and nicotinic acids to address some fundamental questions about the type of interactions and binding mechanisms between metal-organic frameworks and analytes of interest on the surface. The data showed that there are different potential interactions and that HKUST-1 modified with isonicotinic acids had highest matrix-assisted laser desorption ionization-mass spectrometry response as compared to that of the conventional matrix-assisted laser desorption ionization matrix.

Keywords: metal-organic frameworks, mass spectrometry, matrix-assisted laser desorption ionization, charge transfer, desorption, matrix, film

1. INTRODUCTION

Matrix-assisted laser desorption ionization (MALDI), is a soft ionization technique that has witnessed wide application in the characterization of large biomolecules using various mass spectrometry analyzers, specifically time-of-flight ones.1-4 The MALDI process involves the deposition of an analyte solution onto a metal substrate followed by the addition of a matrix.5 The matrix/analyte dry spot is exposed to a UV laser, and the laser energy absorbed by the matrix/analyte is converted into heat energy that initiates charge transfer, resulting in the desorption of the matrix and analyte molecules in ionized form. The positive ions are then accelerated through a vacuum into mass spectroscopy (MS) analyses. Nevertheless, MALDI has faced a lack of guiding systematic principles, which has resulted in mostly empirical work. For example, there is no universal matrix that can be used in the MALDI-MS analysis of biomolecules. Hundreds of compounds have been tried with several analytes and were given qualitative ratings.6-8 these variables were the result of differences in charge transfer efficiency between the matrix and analytes due to chemical and structural factors7. This problem requires an urgent analytical need that can advance the MALDI process toward mechanistic understanding. Metal-organic frameworks (MOF) are an emerging class of porous materials that have been studied in multiple areas, including gas storage,9,10 sensing,11 air purification,12 and catalysis.13 MOFs are typically synthesized from metal oxide secondary building units (SBU) connected by organic linkers to form a reticulated, porous network. MOFs are utilized because of their versatility and thermal stability. The unique physical and chemical properties of MOFs provide the potential to serve as a MALDI matrix capable of ionizing a wide range of analytes. However, because of their structural complexity, we attempted to determine first if there is any interaction between analytes and the MOFs when they are mixed together. Low-frequency Raman spectroscopy (LFRS) was used to determine the intermolecular and intramolecular changes between free MOFs, and when mixed with analytes in an amorphous environment.1-16 The LFRS is an emerging technique that provides, concurrently, vibrational spectra for tested compounds in the terahertz and normal Raman spectral regions that are indicative of any potential physical and
chemical changes in a given analyte. Using LFRS can provide a wealth of information about material properties in a fast and non-destructive manner. In the case of MOFs, LFRS can be used to investigate the binding properties of MOFs with analytes of interest, and to determine the nature of such binding.

Currently, there are two different mechanisms that explain the ionization process in MALDI-MS analysis. The first mechanism is based on the coupled chemical and physical dynamics (CCPD) model, which involves charge transfer during the excitation stage of a matrix-analyte mixture, resulting from exposure to laser power.\(^{17}\) The second mechanism is based on a cluster model, which involves a combination of proton and intra-cluster charge transfer during the desolvation step of the MALDI process.\(^ {18}\) Accordingly, we designed our experimental approach for MOF-analyte interaction during the MALDI process to determine which ionization model is governing their ionization step. This report addresses the modification of the MOF surfaces with nicotinic and isonicotinic acids to provide a carboxylic acid group as a potential source for charge transfer during the MALDI-MS process. This report will also address the utilization of MOFs in film-form to compare the MALDI-MS response to that of the powder form. The latter investigation was performed to determine the feasibility of using MOF-film to simplify the MALDI-MS sample preparation steps.

The overall goal of this project is to study the mechanism of ionization, and determine the factors that affect the charge transfer process during the MALDI-MS ionization process. This year, we also addressed the binding affinity issue between MOF and analytes using LFRS to determine intermolecular and intramolecular changes between crystalline and amorphous states of the MOFs with different analytes. Those analytes studied were classified as acidic or basic compounds. Understanding the basic properties of the MOF-analyte mixture, we will be able to determine how to design MOFs that enhance the ionization efficiency for a wide range of compounds during MALDI-MS analysis. This knowledge will be used to design and develop a reliable, functionalized MOF substrate that can desorb biomolecules and selectively capture analytes of interest.

This study addressed the potential intramolecular and intermolecular changes for MOF-analyte mixtures using LFRS and MALDI-MS techniques. The MOFs used in this year’s effort were UiO-66-COOH and UiO-66-NH\(_2\), HKUST-1, modified HKUST-1 with nicotinic or isonicotinic acids (HKUST-NA and HKUST-INA), and the analytes used were aniline, benzoic acid, benzylamine, and lauric acid. More MOFs than those tested by the LFRS technique were used for the MALDI-MS analyses. Most of the MOFs were obtained from internal sources either through synthesis or leveraged from already funded projects that utilize MOFs. The structures for some of the MOFs used are shown in Figure 1.

Figure 1. Representative MOFs used in this study including HKUST-1, UiO-66 with –COOH and –NH\(_2\) functional groups, and modified HKUST-1 with nicotinic and isonicotinic acids.
2. MATERIALS AND METHODS

2.1 Metal-organic framework network synthesis

The MOFs used in this study—UiO-66, UiO-66-COOH, UiO-66-NH2, and Copper(ii) benzene-1,3,5-tricarboxylate (Cu-BTC/HKUST-1)—were synthesized according to the reported literature. Briefly, the synthesis of UiO-66-NH2 was performed by dissolving 1.5 g of ZrCl4 and 1.5 g of 2-Amino-1,4-benzenedicarboxylic acid in 180 mL of dimethyl formamide at room temperature in a volumetric flask. The resulting mixture was preheated in an oven at 80 °C for 12 hours, and then held at 100 °C for 24 hours. After cooling to room temperature in air, the resulting solid was filtered and repeatedly washed with absolute ethanol for 3 days at 60 °C in a water bath. The resulting yellow powder was filtered and transferred for drying under vacuum at room temperature. All the tested MOF substrates were characterized and validated using appropriate techniques to ensure the formation of the desired chemical network and determine the surface coverage area, pore size, and volume.

2.2 Low-frequency Raman spectroscopy measurements

The measurement of the low-frequency Raman scattering from a MOF sample was taken in Stokes and anti-Stokes vibrational spectra. The Raman spectroscopy experiments were performed using a Witec alpha300 R confocal Raman microscopy system. A 100X microscope objective in the Raman microscopy was used. A Rayshield™ notch filter was used to provide LFRS features (from a wavenumber of 10 cm\(^{-1}\)). The laser used was a solid-state laser with a wavelength of 532.1 nm. A wavelength of 532 nm was used for excitation, with a power of \(\sim 2\) mW incident on the substrate. The Raman-scattered light was collected in the backscattering configuration and transmitted through a 100-µm slit to a 600 grooves/mm grating, which dispersed the light onto a thermoelectrically cooled CCD camera (Witec DV401 A). A spectral resolution of approximately 5 cm\(^{-1}\) was obtained. Spectra were acquired with 5-second to 10-second acquisition times. At a lower Raman shift, spurious contributions from the elastic line can be detected by measuring the scattering from a metal surface. In the anti-Stokes side, our spectrometer instrument response is better, which allowed us to measure the Raman spectrum down to 5 cm\(^{-1}\) of the Raman shift. The sample image in the entrance spectrometer plane was selected in such a way that the contribution from the glassy slide did not come into the spectrometer. No polarization selection was used.

2.3 MALDI-MS analysis

The standard sample preparation protocol for conventional MALDI-MS was used to perform all of the MALDI-MS analyses. Briefly, mass spectra were recorded with a MALDI Synapt® G2-S high-definition mass spectrometer (Waters®, Milford, MA). The buffer gas was adjusted using the default gas line connected to the hexapole ion guide compartment. The standard MALDI matrices and analytes kit were purchased from Sigma-Aldrich® (St. Louis, MO). The kit contains 1 mg of cinnamic acid (CA), 1 mg of 98 % sinnapic acid (SA), 4,6-dinitrophloroglucinol (97 %), insulin (from bovine pancreas), ubiquitin (from bovine erythrocytes), and carbonic anhydrase (from bovine erythrocytes). Each kit also contained a sufficient amount of MALDI solvent composed of acetonitrile (ACN), high-performance liquid chromatography-grade water, and trifluoroacetic acid (TFA). High-performance liquid chromatography-grade methanol (MeOH) and water were purchased from Thermo Fisher Scientific, Inc. (Waltham, MA). A saturated solution of the matrices was prepared at a concentration of 1 µg/mL and dissolved in 50 % ACN:50 % H2O:0.1 % TFA for CA and SA. The standard calibration analytes supplied in the same MALDI kit were diluted in the same solvent composition as that of the MALDI matrix. A MALDI target plate was spotted with 1–2 µL of the samples using a stacking or a mixing approach. The stacking approach consisted of spotting 1 µL of the matrix solution on the MALDI plate, allowing it to dry, followed by spotting with 1 µL of the analyte solution. The mixing approach utilized was the conventional MALDI spotting approach in which a 1:10 mixture of analytes:matrix is mixed prior to spotting on the MALDI substrate. Once mixed, 1–2 µL was spotted on the MALDI target plate and allowed to dry prior to insertion of the plate into the MALDI instrument. The same sample preparation protocol used in the conventional MALDI setup was also utilized with the tested MOFs. Every MOF:analyte mixture was spotted in triplicates on the MALDI target plate and allowed to dry prior to MS analysis.

A Waters® SYNAPT® G2-Si mass spectrometer equipped with a commercial MALDI source and operated with a Nd:YAG laser (355 nm, 200 Hz) was used. The mass spectral acquisitions were performed in positive ion mode using the following MALDI settings: 0 V on the sample plate holder, 10 V for extraction, 350 V for hexapole, and 10 V for aperture. The laser power used was 250 mW for 25–50 % laser fluence and at a 200 Hz firing rate. The sample plate voltage was held at 10 kV. Calibration was performed using polyethylene glycol adducts between 300 m/z and 3000 m/z.
The mass spectra were acquired using the reflectron positive ion mode with a reflectron voltage of 18 kV and an ion source lens voltage of 10 kV. Laser repetition rate was set at 20 Hz and increments of 20 laser shots were used to acquire the mass spectrum with a total of 100 shots per each mass spectrum. The MALDI instrument’s vendor software was used to process the data and to obtain the MALDI mass spectra of the studied MOFs.

3. RESULTS AND DISCUSSION

3.1 Effect of MOF UiO-66-COOH on the LFRS analysis of acidic and basic compounds

LFRS was used to study the potential chemical and physical changes when the UiO-66-COOH was mixed with different acidic and basic analytes. The mixture was suspended in water and allowed to mix for 20 minutes using vortexing. The mixture was then centrifuged, the supernatant and the pellet were aliquoted and deposited on aluminum oxide slides, allowed to dry, then followed by LFRS analysis. Figure 2 shows the Stokes and anti-Stokes spectra for UiO-66-COOH mixed with lauric acid and benzylamine. The LFRS results showed that there is a subtle difference in the spectral signatures for the MOF-analyte mixtures in the normal Raman and terahertz regions. The terahertz region showed a similar pattern but with significant different in signal intensity between the UiO-66-COOH+lauric acid mixture vs. that of UiO-66-COOH+benzyl amine. However the terahertz had more differentiated signals for UiO-66-COOH+lauric acid than that for UiO-66-COOH+benzylamine; indicating that the physical changes with benzylamine and the MOF surface are more intense than those observed with the UiO-66-COOH+lauric acid mixture. Moreover, there is a loss of crystalline structure as evident by the terahertz data at around 0 cm\(^{-1}\) Raman shift, which indicates a physical change to the structure of the UiO-66-COOH when mixed with analytes, as shown in Figure 2. The LFRS data showed that UiO-66-COOH+lauric acid retains some crystalline properties as compared to UiO-66-COOH+benzylamine. This subtle difference in the terahertz region supports the observation seen in the Raman shift for the UiO-66-COOH interaction with different analytes, in which all of these mixtures showed loss of crystalline structures as evident by loss of Stokes and anti-Stokes peaks in the terahertz region.

![Figure 2. The LFRS spectra for UiO-66-COOH and different analytes. All samples were mixed with the MOF, UiO-66-COOH, and the resulting LFRS are stacked.](image)

In the normal Raman shift region, there are differences in the Raman signature of the analyzed mixtures. The UiO-6-COOH+lauric acid mixture has Raman shifts at 405 cm\(^{-1}\), 2260 cm\(^{-1}\), and 2910 cm\(^{-1}\) that are not presented in the mixture of UiO-66-COOH+benzylamine. Moreover, there are differences between the standard MOF and its mixture where the Raman spectra shows a shift in the signal indicating that a chemical interactions are occurring.
between the MOF and the analytes. These potential chemical interactions are more visible in the mixture of the MOF and benzylamine as compared to that of MOF and lauric acid, Figure 3.

**Figure 3.** The normal Raman region spectra for UiO-66-COOH and different analytes. All samples were mixed with the MOF, UiO-66-COOH, and the resulting spectra are stacked.

### 3.2 Effect of the functional groups of MOFs on the MALDI-MS analysis of acidic and basic compounds

The MALDI-MS analyses were performed on benzylamine using different MOFs such as HKUST-1, HKUST-isonicotinic acid, HKUST-nicotinic acid, and using MALDI conventional matrix α-Cyano-4-hydroxycinnamic acid (CHCA). The MALDI-MS analyses were done in triplicate and the shown spectra represent the average of the obtained MALDI-MS spectra. Figure 4. Shows the MALDI-MS spectral signature of benzylamine using the mentioned MOFs and the conventional MALDI matrix, CHCA. The MALDI-MS data showed that the optimal response was obtained using the modified HKUST with isonicotinic acid as compared to the other investigated MOFs. The MS spectra showed the dominance of the MH+ ions as compared to others fragments. These MALDI-MS spectra show that the MOFs have a lower noise level than the CHCA spectrum. This could be due to the MOFs being stable and not decomposing into small fragment within the mass spectral signatures of benzylamine. However, the CHCA spectrum has relatively higher noise peaks that could be attributed to interferences from the matrix itself, which has a mass spectral signature within that of benzylamine. Moreover, the highest MALDI-MS response was observed with the HKUST-isonicotinic acid MOF as compared to the other MOFs. This could be due to the ease of interaction between benzylamine and the carboxylic group of the immobilized isonicotinic acid on the surface of the HKUST-1. The HKUST with nicotinic acid has the carboxylic group in the meta position as compared to that on isonicotinic acid, which is in the para position; thus, the latter carboxylic group has less steric hindrance to interact with the analyte molecules. The acid–base chemistry between the benzyl amine and the immobilized carboxylic group demonstrates that the presence of the electron-donating group in the para position (tertiary amine) reduces the acidity of isonicotinic acid more than nicotinic acid—which has the electron-donating group at the meta position. The reduction in acidity of the isonicotinic acid resulted in weaker acid–base interactions between the analyte and the immobilized phase, but potentially enhanced the charge transfer efficiency during MALDI-MS ionization. Overall, surface modification of the MOF affected the MALDI-MS response when acidic and basic compounds were analyzed with the mentioned MOFs. Such differences in acidic and basic properties of the analytes, and to a lesser extent the MOFs, were the major factors that affected the MALDI-MS responses for the modified HKUST-isonicotinic and HKUST-nicotinic acid MOFs.
3.3 Effect of the acid/base interaction between MOFs and analytes on the MALDI-MS analyses

We examined the MALDI-MS ionization response to different acidic and basic compounds mixed with MOFs containing different modifying groups. The MOFs used were HKUST-1, HKUST-isonicotinic acid, and HKUST-nicotinic acid. The HKUST-1 is a neutral coordination polymer that has dimeric cupric tetracarboxylate units and twelve carboxylate oxygen atoms from the two BTC ligands bound to four coordination sites for each of the three Cu²⁺ ions. These copper complex units form a face-centered crystal lattice. HKUST-1 has main pores of approximately 0.9 nm in diameter and forms a cubic network (Figure 1). The modified HKUST-1 with isonicotinic and nicotinic acids were synthesized and verified using different surface analysis techniques, such as NMR, ATR and XRD. Surface analysis data showed that the modified HKUST have an immobilized isonicotinic acid or nicotinic acid.

Figure 5 shows the normalized MALDI-MS responses of different analytes and MOF mixtures. Lauric acid, benzoic acid, and benzylamine have the highest responses when mixed with HKUST-isonicotinic acid; however, aniline has the highest response with HKUST-nicotinic acid. It should be noted that benzylamine and benzoic acid have a more than 90 % MALDI-MS response signal with HKUST-nicotinic acid. The latter analyte seems to have the same MALDI response pattern when mixed with the HKUST-isonicotinic acid and HKUST-nicotinic acid. However, the data showed that the CHCA matrix has a better MALDI-MS response with acidic compounds than with basic compounds by a margin of almost 2X. Also, this latter observation was observed with acidic compounds and HKUST-1, which
has acidic dominant properties on the surface. This is another example of the impact acid/base chemistry has on the MALDI-MS characteristics of the analyzed acidic and basic compounds. The aromatic-containing analytes showed a similar pattern with the three different MOFs—with aniline having the highest MALDI-MS response with HKUST-NA instead of HKUST-INA. Though the rest of the MOFs have the same pattern for all the aromatic analytes, this is not the case with the aliphatic chain of lauric acid. There is a steric hindrance possibility on the MOF surface with aromatic compounds, but less evident with lauric acid, where the cumulative MALDI-MS responses of most of its mixtures had comparative signal intensity, with the exception of HKUST-1+lauric acid mixture.

Furthermore, we investigated the binding properties of the acidic and basic analytes with the mentioned modified MOFs and the non-modified MOF. In this approach, two sets of samples were obtained—one set from the precipitated solid and the other one from the supernatant of the same mixture solution. These samples were centrifuged at 8,000 rpm for 10 minutes to ensure sufficient separation of the supernatant from the suspended solid MOFs or CHCA matrices. A 2-µL aliquot was deposited on the MALDI plate surface and allowed to dry at room temperature. After that the MALDI-MS analyses were performed, the resulting data (Figure 6) shows the difference in the MALDI-MS responses to the different supernatant and precipitate samples of the dissolved benzylamine. The MALDI-MS data showed that the benzylamine and MOFs mixtures collected from the centrifuged precipitates have a higher MALDI-MS response as compared to their corresponding supernatant mixtures. However, the supernatant mixture of benzylamine and CHCA matrix has a higher MALDI-MS signal response than that of its corresponding precipitate mixture. Such a difference could be indicative of different binding affinities between the analyte and the MOF mixture in different phases, possibly caused by the solvation or the binding characteristics of the MOFs surfaces.

It is noteworthy to mention that the MOFs, when dissolved in the 50% ACN/50% H2O/0.1% TFA solution, did not show sufficient solvation and remain suspended in the liquid. However, the conventional MALDI matrix, CHCA, had a higher degree of solubility than that of the investigated MOFs. Such difference in the solvation properties of the matrices could have resulted in such a drastic difference among all the MALDI-MS analyzed samples. Also, there is a binding interaction between the surface of the MOFs and the analytes because the MALDI-MS signal responses from the precipitates were higher than that of the supernatant portions. This observation was the same for all investigated analytes (data not shown). The potential binding between the analyte and the MOF’s surface could be supported by the Raman spectroscopy data, which showed physical and chemical changes occurred upon mixing the analytes with the MOF (see Figure 2 and Figure 3). Determining the specific type of binding is of interest and could provide better understanding of the MOF’s interaction with acidic and basic molecules and help determine the specific types of interaction—whether size exclusion, dipole-dipole, H-bonding, ionic, or a combination of these potential interactions. Further experimentation is required to narrow down the type of interactions, this could be accomplished by the utilization of other MOFs that are drastically different in the chemical properties that could provide complimentary and useful information to decipher this contrasted behavior between the MOFs and the conventional MALDI matrix.

### 3.4 Effect of MOF form on the MALDI-MS analyses of acidic and basic compounds

Transitioning the MOF to be used in MALDI-MS applications will require providing the efficient and practical form of MOF to make it a desirable matrix. As such, different MOFs have only been used in the powder form in MALDI-MS applications. No reported literature has shown the implication on MALDI-MS spectral signatures when the MOF is used in film format. We utilized HKUST-1 in a film format since it is easily made in such form and its thickness could
be altered from 10 µm to around 100 µm. It is anticipated that using a MOF in a film form as a matrix in MALDI-MS analysis will simplify sample preparation steps required for MALDI-MS analysis. This approach allowed the deposition of the analyte samples directly on the surface of the MOF film follow by MALDI-MS analysis. The HKUST-1 film used in this study was compared to the powder format, also the HKUST-1 powder has been previously reported to show promising, and in this report as well, utilization as a MALDI-MS matrix due to its comparative MS responses to that of CHCA. Same experimental conditions applied to both the HKUST-1 film and powder forms during the MALDI-MS experiments. The HKUST-1 film form was coated to a silica surface, wetted with the 50 % ACN/50 % H2O/0.1 % TFA solution and followed by a direct deposition of 2-µL aliquots, from the acidic and basic compounds solutions, on the film. The MALDI-MS results showed that the signal intensity for all of the acidic and basic compounds were similar to their responses when using HKUST-1 in powder form.

Figure 7. Effect of HKUST-1 forms, powder versus film, on the MALDI-MS analyses of acidic and basic compounds.

Figure 7 shows the MALDI-MS results for HKUST-1 film (HKUST-1(F)), HKUST-1 powder (HKUST-1(P)), and CHCA matrix. The mixtures of aniline and benzylamine with HKUST-1 (F) and HKUST-1(P) yielded the highest MALDI-MS responses as compared to the lauric and benzoic acids mixtures with same MOFs. The HKUST-1(F) had lower MALDI-MS signal intensity for all tested analytes as compared to that of HKUST-1(P). Also, the two MOF forms had lower MALDI-MS signal intensity than that of CHCA matrix ones. The HKUST-1 showed the same MALDI-MS response with the same analytes as previously reported. While the HKUST-1(F) did give similar level of MALDI-MS responses to that of the powder form, still more optimization is needed to increase its MALDI-MS signal responses to reach that of the conventional MALDI’s matrix, CHCA. The acid/base chemistry of the MOFs in the two forms did not change drastically as shown by their MALDI-MS responses.

3.5 Comparison of the reproducibility of the MALDI-MS response for HKUST-1 in film and powder forms

The reproducibility of the HKUST-1 in film and powder forms were investigated using MALDI-MS. In this set of experiments, multiple MALDI-MS spectra were acquired on the same deposited spot for the HKUST-1 in film and powder forms and compared to that of CHCA MALDI-matrix. At least five different MALDI-MS spectra for each type of matrix were acquired. The HKUST-1 film showed the least reproducibility in which only two exposures resulted in MS spectra before the spectral signals completely diminished as shown in Figure 8.

Figure 8. Comparative stability of the HKUST-1 film and powder forms during MALDI-MS analyses of benzylamine and benzoic acid.
However, the HKUST-1 powder form showed a stable acquisition of mass spectra, even after five different consecutive spectra, and was comparable to that of CHCA matrix. The drop-in signal intensity for the HKUST-1 powder started at the fourth day of the MALDI-MS analysis and the drop-in signal was around 16 % by the acquisition of the fifth spectra, which is comparable to CHCA matrix. Upon visual examination of the HKUST-1 film, it showed ablation of the spot that was exposed to the repetitive MALDI-laser; this could be due to the method of attaching the MOF film not being strong enough, or the unsustainability of the MOF film to the laser power period during the MALDI-MS analysis. It should be noted that the exposed spots of the HKUST-1 films were the only parts that got ablated by the MALDI laser with repetitive exposure. While it is normally observed that the exposed spot on MALDI plates during typical experimentation shows ablation as well, the HKUST-1 film was expected to sustain repeated exposure to the MALDI laser longer than its powder form. Overall, the MALDI-MS response for the analyzed MOFs showed variable response with the powder being more stable than the film form. Still, the MOF film was able to produce similar spectral features for the investigated analytes in MALDI-MS analyses as those of the MOF in powder form. This is encouraging from the practical aspect of utilizing MOFs in MALDI analysis, as it is imperative to obtain reproducible responses using the same MOFs for repetitive runs. The efficient MOFs in film format will reduce the consumption of matrix material, as is the case with conventional MALDI-MS matrices, and eventually, when bound to the MALDI plate surface as a film, it may potentially result in a faster MALDI-MS process and more practical approach for detection and identification of a wider range of chemical and biological molecules.

4. CONCLUSIONS

The experimental results showed that MOF substrates can provide an alternative, yet useful, venue to investigate the ionization mechanism during the MALDI-MS process. While there is still more work needed to confirm these reported findings, these results will help in designing more efficient MOFs to enhance the MALDI-MS response and to act as a multifunctional surface that could be used for the MALDI-MS analyses of more diverse chemical classes. This is not the case with the current MALDI-MS matrices, which are selected arbitrarily based on their experimental MALDI-MS response and one cannot be used for a wide range of chemical compounds. Changing the current approach of matrix selection for MALDI-MS analysis by having a multifunctional matrix/matrices—such as MOFs—will help reduce the burden on sample preparation steps and make it more economical and practical. The modification of the HKUST-1 surface with isonicotinic acid/nicotinic acids support such expectation, in which the MALDI-MS data from these modified MOFs showed significant improvements over the standard HKUST-1 MOF or the CHCA matrices. Even when comparing the modified HKUST-1 with isonicotinic acid versus that of the modified HKUST-1 with nicotinic acid, there are difference in their respective MALDI-MS responses—with the former modified MOF showing higher signal intensities for analytes as compared to the latter one. Clearly, there is an acid/base chemistry taking place between the MOFs and the acidic and basic analytes. This mechanism needs to be explored further to determine and understand all the factors involved in the acid/base or proton exchange during the MOF-analyte MALDI-MS process. The determination of the charge transfer mechanism and its correlation with the MALDI desorption is beneficial—understanding will provide broader benefits to the utilization of MOFs in biocatalysis, biomimetics, and bioprocesses.

Using HKUST-1 in film form showed a novel approach to utilizing MOFs in MALDI-MS analysis that could have appreciable advantage over powder MOFs. The HKSUT-1 film had a comparable MALDI-MS response to that of the powder form, although it was less stable due to various reasons. If successful in improving the stability of the HKUST-1 film during MALDI-MS analyses, it will be a promising approach to simplify the sample preparation steps and save time during the MALDI-MS process. However, more work is needed in this approach to ensure the stability of the film during MALDI-laser exposure, to determine the cause of ablation, and to determine if the film thickness will diminish or eliminate this deterioration issue. Overall, these MALDI-MS data showed that there exists a possibility to explore an in-depth approach to determine the parameters that need to be optimized in order to utilize MOFs as efficient and simplified alternative matrices to the conventional MALDI ones.
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ABSTRACT

Metal-organic frameworks are hybrid porous materials that have been widely studied due to their promising applications in fields such as gas storage, catalysis, and sensing. Among the variety of reported metal-organic frameworks is a sub group that have been observed to display large scale structural flexibility. The flexibility in the metal-organic framework corresponds to a fully reversible transition between different framework conformations triggered by external stimuli including temperature, pressure, and guest molecule. This study will investigate the MIL-53 family of metal-organic frameworks by systematically varying the components (metal node, functionalization of linker) and examining the collective vibrations of the frameworks (located in the THz region) using low frequency Raman spectroscopy. The Al3+, Fe3+, Cr3+, and Ga3+ derivatives of the MIL-53 metal-organic frameworks were synthesized along with two functionalized derivatives of Al3+ incorporating the –NH2 and –NO2 functional groups on the linker. The low frequency Raman spectra collected on the metal-organic framework samples show clearly resolved bands for all of the systems under study. Minor differences in line shape/peak position were observed in the low frequency bands while varying the metal node, however significant differences were observed for the functionalized Al3+ versions. Theoretical modeling is ongoing to assign the spectra.

Keywords: metal organic frameworks, lattice dynamics, terahertz vibrations, low-frequency Raman spectroscopy, MIL-53

1. INTRODUCTION

Metal-organic frameworks (MOF) are porous crystalline materials with metal ions or clusters as the nodal points and organic linkers regularly arranged in between them. The periodic and porous structures give MOFs advantages for applications such as gas storage, gas separations, catalysis and sensing. While MOFs are similar to other microporous materials, such as inorganic zeolites and activated carbon, they have greater surface areas and can be processed at much lower temperatures. MOFs can also be built from a wider range of constituents allowing the ability to fine tune structural aspects of the material or a specific interaction with an adsorbate. However, in contrast to the rigid structure of zeolites and carbon materials, a limited number of MOFs display large scale structural flexibility upon the application of external stimuli that can drastically alter their characteristics.

This unique large-scale structural flexibility of MOFs has stimulated research to specifically study the phenomenon. Several techniques have been used including X-ray diffraction methods, NMR, and IR/Raman. These methods are usually implemented as an in situ characterization approach performed by applying an external stimulus—such as introducing guest molecules, and applying pressure, or temperature—and probing the MOF under the influence of the stimuli.

Recently, investigations studying the low frequency vibrational modes of the zeolitic imidazolate framework family of MOFs located in the THz region (0.1–10 THz, 3–300 cm\(^{-1}\)) have been performed. The authors discovered that the low frequency modes of MOFs showed the standard lattice vibrations but also physical properties unique to the particular MOFs included in the study. It also allowed the authors to identify possible phase change mechanisms through which the framework may destabilize, distort, or collapse when mechanical force is applied. Several
techniques were used to uncover these low frequency vibrational modes including inelastic neutron scattering, low-frequency Raman spectroscopy, synchrotron radiation far-infrared absorption spectroscopy, and terahertz time domain spectroscopy. The experimental investigations were also supported by theoretical density functional theory calculations in order to help assign the spectra that were obtained. Combining spectroscopic techniques capable of reaching the THz region with theoretical calculations to model the low frequency vibrations provides an approach for a comprehensive description of MOF framework properties much more efficiently than current methods.

The structural flexibility of MOFs is associated with an anisotropic stiffness of the crystal pore which allows the material to be deformed easily in one direction but not in another. Because of this directional flexibility, the barrier between structural conformations is small allowing the material to transition to different conformations. Ferey and Serre\(^4\) have identified a number of structural characteristics that are indicative of framework flexibility including the nature of the organic ligand, the characteristics of the secondary building unit present in the MOF, the periodic structure of the MOF, and the coordination of the metal nodes. There are also different categories of flexibility which generally illustrate the dynamic structural transformation that the MOF undergoes when exposed to the proper stimulus. One category of flexibility that will be investigated in this study is breathing (Figure 1).

![Figure 1. Structural flexibility in MOFs illustrated by the breathing phenomenon in MIL-53.\(^{10}\)](image)

Breathing is defined as reversible structural transitions between different framework conformations of a MOF during which the substantial displacement of atoms of the framework is accompanied by a change in unit cell volume.\(^2\) In breathing, characteristic distances and angles of the unit cell change and the crystallographic space groups of the two distinct phases (narrow pore and large pore) may be different. The representative example of this kind of flexibility is the MIL-53 family of MOFs ([M(bdc)(OH)] where bdc = 1,4-benzenedicarboxylate and M = Al\(^{3+}\), Fe\(^{3+}\), Cr\(^{3+}\), Sc\(^{3+}\), Ga\(^{3+}\), In\(^{3+}\).

The present study reports the results of a low frequency analysis of the Al\(^{3+}\), Fe\(^{3+}\), Cr\(^{3+}\), and Ga\(^{3+}\) derivatives of the MIL-53 family along with two functionalized derivatives of Al\(^{3+}\) incorporating the –NH\(_2\) and –NO\(_2\) functional groups on the linker. Previous findings have indicated that changing the metal node and functionalizing the MOF can affect its macroscopic structural behavior and also the low frequency vibrations that are intrinsically linked to the observed physical phenomena such as breathing. Our primary hypothesis is that the differences observed in the overall structural behavior of the MIL-53 MOFs from changing the metal node originate in the lattice dynamics of the MOF, which can be studied using spectroscopic techniques capable of reaching very low frequencies (< 100 cm\(^{-1}\)). We can then use differences in the low frequency spectra of these MOFs to help explain their differing structural behavior.

### 2. EXPERIMENTAL PROCEDURE

#### 2.1 Metal-organic framework synthesis

The various MIL-53 MOFs were synthesized according to methods reported in the literature. All chemicals were obtained from Sigma-Aldrich\(^\text{®}\) and were used without further purification.

##### 2.1.1 MIL-53 Al\(^{3+}\)

MIL-53(Al) was synthesized by a solvothermal method. First, 6.5 g (17.3 mmol) of aluminum nitrate nonahydrate (Al(NO\(_3\))\(_3\)·9H\(_2\)O) and 1.44 g (8.7 mmol) of 1,4-benzenedicarboxylic acid (BDC) were mixed with 25 mL of deionized water in a Teflon\textsuperscript{TM}-lined stainless steel Parr bomb under autogenous pressure at 220 °C for 72 hours. The resulting white powder was then washed with deionized water. The sample was activated by heating in a furnace at 360 °C (heating rate of about 3 °C/minute) under air atmosphere for 13 hours, in order to remove unreacted acid molecules.

##### 2.1.2 MIL-53 Ga\(^{3+}\)

MIL-53(Ga) was hydrothermally synthesized under mild conditions (210 °C, 3.5 hours). First, 0.997 g (3.9 × 10\(^{-3}\) mol) of Ga(NO\(_3\))\(_3\)·xH\(_2\)O and 0.764 g (4.6 × 10\(^{-3}\) mol) of BDC were mixed with 20 mL of deionized water in a 125-mL Teflon\textsuperscript{TM}-lined stainless steel Parr bomb. After the reaction, the white powder obtained was washed with 50 mL of
N,N-Dimethylformamide (DMF) in a 125-mL Teflon™-lined stainless-steel Parr bomb (200 °C, 36 hours). The sample was washed again with MeOH to remove DMF, and dried in a furnace at 65 °C.

2.1.3 **MIL-53 Fe**

MIL-53(Fe) was synthesized in a 250-mL laboratory flask. First, 6.75 g of FeCl₃·xH₂O (2.5 × 10⁻³ mol) and 4.15 g terephthalic acid (2.5 × 10⁻³ mol) of each in 5 mL of DMF and 4 mL of HCl (5 M) were reacted in 125 mL of DMF at 150 °C for 48 hours. After filtration, the crude product was washed with 100 mL of MeOH at 65 °C for 12 hours and dried in an oven to remove MeOH.

2.1.4 **MIL-53(Al)-NH₂**

MIL-53(Al)-NH₂ was synthesized by mixing aluminum chloride (AlCl₃·6H₂O) with benzene-2-amino-1,4-dicarboxylic acid (BDC-NH₂) and NaOH in a 1.56:1:2 molar ratio. First, 3.95 g (16.4 mmol) of aluminum chloride was added to 30 mL of water in a 100-mL round-bottom flask and stirred until dissolved. Then, 1.9 g (10.5 mmol) of BDC-NH₂ dissolved in 7.5 mL of water was added, followed by 10.5 mL of NaOH solution (2 M/ 21 mmol). The mixture was heated in reflux conditions overnight. After the reaction, a pale-yellow powder was collected by filtration and dried in an oven at 65 °C. The solid was washed with DMF (150 °C, 8 hours) to remove non-reacted BDC-NH₂, washed again with MeOH to remove DMF, and dried in an oven to remove MeOH.

2.1.5 **MIL-53(Al)-NO₂**

MIL-53(Al)-NO₂ was synthesized by a procedure similar to MIL-53(Al)-NH₂, using benzene-1,4-dicarboxylic-2-nitro-acid (BDC-NO₂) as a linker. First, 3.95 g (16.4 mmol) of aluminum chloride (AlCl₃·6H₂O) were added on 30 mL of water to 100 mL round-bottom flask and stirred until dissolved. Then, 2.21 g (10.5 mmol) of BDC-NO₂ dissolved in 7.5 mL of water and 10.5 mL of NaOH solution (2 M/ 21 mmol) were added to the round-bottom flask and refluxed overnight. The resulting white solid was filtered and dried at 65 °C in an oven before being washed with DMF (150 °C, 8 hours) to remove non-reacted BDC-NO₂, washed again with MeOH to remove DMF, and dried in an oven to remove MeOH.

2.2 MOF characterization

2.2.1 X-ray diffraction

X-ray powder diffraction (XRPD) of the MOFs were collected with a Bruker D8 Advance diffractometer equipped with a LYNXEYE XE-T detector and with a copper radiation source (Cu Kα, λ =1.5406 Å), operating at 45 kV and 40 mA. XRPD of the MOFs were collected in a Siemens D5000 (θ–2θ) diffractometer with Cu Kα1 radiation (λ = 1.54056 Å) from 3–30° (2θ) using a step size of 0.02° and 4 seconds per step in continuous mode.

2.2.2 Fourier-transform infrared spectroscopy

Fourier-transform infrared spectroscopy (FTIR) spectra were taken using a Perkin-Elmer Spectrum 100. Twelve scans were averaged over a range of 4000 cm⁻¹ to 400 cm⁻¹ with a resolution of 3 cm⁻¹.

2.2.3 Low-frequency Raman measurements

Samples for Raman analysis were prepared by casting thin films of the various MIL-53 MOFs on aluminum coated slides. Raman spectra were recorded using an Alpha 300R confocal microscope with a 100X objective and with a 532-nm laser with the following laser power for each sample: 2.0 mW for MIL-53 Al³⁺, 600.0 µw for MIL-53 Fe³⁺, 3.0 mW for MIL-53 Cr³⁺, 600.0 µw for MIL-53 Ga³⁺, 1.0 mW for MIL-53 Al³⁺ NH₂, and 1.5 mW for MIL-53 Al³⁺ NO₂. Raman spectra were acquired with a 20 s integration time with 10 co-added spectra for the high frequency (-250 cm⁻¹–2000 cm⁻¹) portion of Raman spectra recorded using the 600 line/mm grating, while the low frequency data (-200 cm⁻¹–1000 cm⁻¹) was recorded using the 1,800 line/mm grating with a 30 s integration time and 15 co-added spectra.

2.3 Theoretical methods

Calculations have been performed using first-principles calculations at the level of unrestricted hybrid DFT, with the UB3LYP functional, as implemented in the *ab initio* CRYSTAL14 suite code. The van der Waals weak interactions
were taken account using the semi-empirical Grimme's (-D2) dispersion corrections. Triple-zeta valence with polarization quality (TZVP) Gaussian basis sets were used for light elements (H, B, C, N, O) and transition metal (TM) atoms. The convergence of energy, electron density, and forces were set to $10^{-7}$ atomic units for all geometry optimizations. The spin states were allowed to relax unrestricted wave functions calculations. The harmonic vibrational frequencies at the optimized geometries were analyzed at the respective levels of theory to reveal the nature of the stable structure. This method was used for geometry optimization because densities and energies obtained with the method are less affected by spin contamination than other approaches, and it has been proved effective for related materials calculations. Integrations inside of the first Brillouin zone were sampled on $4 \times 4 \times 16$ Monkhorst-Pack k-mesh grids for the MOF during geometry optimization. In other words, the reciprocal space for all the structures was sampled by a Γ-centered Monkhorst-Pack scheme with a resolution of around $2\pi \times 1/60$ Å⁻¹.

3. RESULTS AND DISCUSSION

3.1 X-ray diffraction and FTIR analysis

The MIL-53 family of MOFs is composed of terephthalate anions and trans chains of metal (III) octahedral-sharing –OH groups, creating a three-dimensional framework with a one-dimensional pore channel system. Their formulas are $\text{M}^{\text{III}}(\text{OH})\cdot[\text{O}_2\text{C-C}_6\text{H}_4\text{-CO}_2]\cdot\text{H}_2\text{O}$ ($\text{M}^{\text{III}}=\text{Al, Cr, Fe}$) for the hydrated forms (MIL-53lt; “lt”=low temperature or “np”=narrow pore) are $\text{M}^{\text{III}}(\text{OH})\cdot[\text{O}_2\text{C-C}_6\text{H}_4\text{-CO}_2]$ for the dehydrated compounds (MIL-53ht; “ht”=high temperature or “lp”=large pore). XRD and FTIR (Figures 2 and 3) data were collected on the activated compared to literature sources to confirm their identity.11,12 The FTIR spectra of the Fe³⁺, Ga³⁺, and Al³⁺ derivatives all exhibit vibrational bands in the 1400–1700 cm⁻¹ region which indicates the presence of a carboxylic acid functionality. The vibrational bands around 1580 cm⁻¹ and 1403 cm⁻¹ are characteristic of the –CO₂ asymmetric and symmetric stretching, respectively.

Further confirmation of the synthesis of the MIL-53 compounds was performed by collecting XRD data (Figure 3) of the synthesized powders and comparing to literature. The XRD was performed on the powder samples after activation which would render the MOFs in the hydrated “np” form. Fe³⁺, Ga³⁺, and Al³⁺ analogues are depicted in Figure 4 and appear to correlate well to what has been reported in the literature11–13. The XRD pattern of the “np” form should look roughly the same for the different MIL-53 analogues as the main difference between the structures will be the metal center with minor changes in the structural parameters due to differing metal size.

Figure 2. FTIR data for the Fe³⁺, Cr³⁺, and Al³⁺ MIL-53 analogues.

Further confirmation of the synthesis of the MIL-53 compounds was performed by collecting XRD data (Figure 3) of the synthesized powders and comparing to literature. The XRD was performed on the powder samples after activation which would render the MOFs in the hydrated “np” form. Fe³⁺, Ga³⁺, and Al³⁺ analogues are depicted in Figure 4 and appear to correlate well to what has been reported in the literature11–13. The XRD pattern of the “np” form should look roughly the same for the different MIL-53 analogues as the main difference between the structures will be the metal center with minor changes in the structural parameters due to differing metal size.
3.2 Raman analysis

The Raman spectra for the Al\(^{3+}\), Fe\(^{3+}\), Ga\(^{3+}\), and Cr\(^{3+}\) analogues of MIL-53 is shown in Figure 4. The low frequency data (< 200 cm\(^{-1}\)) collected is indicative of the lattice vibrations of the MOF while the higher frequency data details chemical information. In fact, the spectral features > 500 cm\(^{-1}\) of the different analogues is dominated by signatures from the 1,4-benzenedicarboxylate linker indicating a very high chemical similarity between the different species. However, in the low frequency spectra there are subtle differences between the Al\(^{3+}\), Ga\(^{3+}\), and Cr\(^{3+}\) MIL-53 species while the Fe\(^{3+}\) derivative displays very low frequency behavior.

Table 1 also contains a list of the observed spectral features below 200 cm\(^{-1}\) for the different derivatives. The Al\(^{3+}\) and Ga\(^{3+}\) MIL-53 have the most similar spectra with the two main bands appearing below 200 cm\(^{-1}\) having almost identical peak position and spacing. The only differences are a small third feature that appears in between the two main bands in the Ga\(^{3+}\) spectrum and the appearance of a shoulder on the blue side of the band observed at 92.3 cm\(^{-1}\) in the Al\(^{3+}\) spectrum. The Cr\(^{3+}\) spectrum also is dominated by two strong bands below 200 cm\(^{-1}\), but they are slightly red shifted from where they appear in the Ga\(^{3+}\) and Al\(^{3+}\) spectra and the spacing between them is also smaller.
Table 1. Peak position of observed spectra bands < 200 cm\(^{-1}\) for MIL-53 derivatives.

<table>
<thead>
<tr>
<th>MIL-53 species</th>
<th>Position of observed spectral bands &lt; 200 cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr(^{3+})</td>
<td>48.2 cm(^{-1}), 81.2 cm(^{-1})</td>
</tr>
<tr>
<td>Al(^{3+})</td>
<td>53.0 cm(^{-1}), 92.3 cm(^{-1})</td>
</tr>
<tr>
<td>Ga(^{3+})</td>
<td>52.7 cm(^{-1}), 73.9 cm(^{-1}), 93.3 cm(^{-1})</td>
</tr>
<tr>
<td>Fe(^{3+})</td>
<td>58.8 cm(^{-1}), 76.3 cm(^{-1}), 91.9 cm(^{-1}), 106.4 cm(^{-1})</td>
</tr>
</tbody>
</table>

The Raman spectra for the singly substituted derivatives of the Al\(^{3+}\) MOF incorporating the –NH\(_2\) functional group and –NO\(_2\) functional group are shown in Figure 5, along with the unsubstituted MIL-53 Al\(^{3+}\) spectrum for reference. The functionalized MOFs display very different spectral characteristics below 200 cm\(^{-1}\) than the original MOF. In both substituted MOFs, the two predominant bands are replaced by one band at 79.3 cm\(^{-1}\) in the –NH\(_2\) analogue, while the –NO\(_2\) MOF shows one very broad, featureless band extending from 31 cm\(^{-1}\) to 110 cm\(^{-1}\) and an additional band at 150 cm\(^{-1}\). Theoretical modeling is underway to aid in the band assignments of the low-frequency features.

![Figure 5. High-frequency (left panel) and low-frequency (right panel) Raman data for substituted MIL-53 Al\(^{3+}\) analogues.](image)

**4. CONCLUSIONS**

Several MIL-53 derivatives were synthesized and characterized in this investigation to study their low-frequency vibrational modes. The low-frequency Raman data collected shows that there are signatures related to collective lattice vibrations for the MIL-53 series of MOFs. The Al\(^{3+}\), Fe\(^{3+}\), Ga\(^{3+}\), and Cr\(^{3+}\) MIL-53 derivatives were successfully synthesized along with the two singly substituted Al\(^{3+}\) MIL-53 MOFs, and their low-frequency data compared. There were subtle differences related to peak positioning and line shape in the low-frequency data when comparing the Al\(^{3+}\), Ga\(^{3+}\), and Cr\(^{3+}\) MOFs, while the Fe\(^{3+}\) MOF gave very different low-frequency spectra. Incorporating the –NH\(_2\) and –NO\(_2\) functional groups into the Al\(^{3+}\) analogue also dramatically changed the low-frequency behavior. According to previous research, these changes in low-frequency behavior can be linked to changes in the macroscopic properties of the MOF. Modeling is underway to help assign the Raman spectra and elucidate the lattice dynamics of these species.
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ABSTRACT

Translating responses seen at the in vitro level to the in vivo level is a challenge faced by the entire scientific community but is additionally challenging for the defense research community due to the limited availability of human exposure data. Opioid analgesics are an exception to this trend since they are widely used in human clinical medicine. Acute toxicities associated with opioid use and overdose include respiratory depression and apnea, cardiac arrhythmias, and vomiting. A less studied, but relevant, side-effect of opioid agonists is pulmonary edema. This phenomenon is sometimes observed in overdose patients, but it is currently not known whether these observations are due to direct interaction with the endothelium by an opioid compound or some other mechanism. This study aimed to assess the propensity of opioids to cause cellular-level changes that generate pulmonary edema.

Keywords: barrier function, endothelial cells, fentanyl, morphine, opioids

1. INTRODUCTION

1.1 Opioids

Opiates refer only to substances that have been derived from the opium poppy plant—including morphine, heroin, and codeine.1 Opioid is a broader term that is defined as any substance, either natural or synthetic, that directly interacts with one or more opioid receptor(s),1 including all opiates as well as the synthetic substances oxycodone, methadone, fentanyl, and derivatives. Opioids are routinely used in clinical medicine for pain management and anesthesia, but also have the potential for abuse.2 The synthetic opioids are of particular concern because fentanyl has been reported to be 100X more potent than morphine, and its analog, carfentanil, 1000X more potent than fentanyl.3 Carfentanil is so potent that it has no application in human clinical medicine; although, it is approved for large animal veterinary use and has been used to anesthetize polar bears in wildlife tracking studies.4 In addition, synthetic opioids can be cutaneously absorbed or inhaled, increasing the risk of exposure. Accidental exposures have led to life-threatening presentations of law enforcement agents following exposure to illicit drugs containing these substances.5

1.2 Opioid receptors

Opioid receptors have been characterized to include four major subtypes: mu (MOR), delta (DOR), and kappa (KOR) opioid receptors, and the nociception receptor (NOP).6 Fentanyl and its analogues are known to be MOR agonists of varying potency, efficacy, and duration. The MOR is responsible for the desirable effects of opioid administration such as euphoria, sedation, and analgesia but is also known to play a major role in respiratory depression, central nervous system depression, constipation, emesis, and addiction. It is unknown if the MOR or any of the other opioid receptors play a role in cellular responses that evoke structural changes that manifest as pulmonary edema.

1.3 Endothelial barrier function

Endothelial cells (EC) play a crucial role in maintaining homeostasis; these cells tightly regulate the passage of fluid, nutrients, and immune cells from the intravascular compartment to tissues throughout the body.7,8 Transenodthelial flux of molecules occurs through either the paracellular pathway (intercellular gaps) or the transcellular pathway (transcytosis or vesicular transport). Edema formation—fluid accumulation within tissues—typically occurs through the paracellular pathway.9 This pathway is regulated at the cell-cell level by at least two distinct junctional complexes—adherens junctions (AJ), and tight junctions (TJ).5 The number of these specific junctions in an EC is dependent on its location within the vascular tree. For example, brain microvascular ECs contain many more TJs than ECs from any other regional vascular bed.8 AJs and TJs are both tethered to the actin cytoskeleton, but AJs play a prominent role in the regulation of barrier function throughout almost the entire vasculature.10 AJs consist of the
membrane-spanning vascular endothelial (VE)-cadherin, and the cytoplasmic proteins α-, β-, and γ-catenin and p120. The VE-cadherin ectodomain participates in calcium-dependent, homophilic cell-cell adhesion, and is tethered to the actin cytoskeleton through the catenin proteins. Both rapidly acting (e.g., thrombin) and late-acting (e.g., tumor necrosis factor-α) regulators of barrier function increase tyrosine phosphorylation of VE-cadherin; these phosphorylation events induce a loss of cell-cell adhesion and actin depolymerization, leading to intercellular gap formation and increased paracellular permeability.

1.4 Opioid-induced pulmonary microvascular injury

Opioids have been shown to affect almost every organ, including the lung, and non-cardiogenic pulmonary edema has been associated with opioid overdose deaths. The molecular mechanism(s) underpinning this pathologic process is currently unclear, but potentially involves hypoxia, direct effects of the opioid compound (e.g., apoptosis), or increased capillary permeability. In the laboratory, studies have demonstrated that the opiate morphine can increase pulmonary endothelial permeability in vitro as well as enhance the endothelial permeability response to endotoxin exposure. In other studies, it has been shown that the synthetic opioid fentanyl is readily absorbed into the pulmonary endothelium.

2. METHODOLOGY

2.1 Culture of human lung microvascular endothelial cells

Primary human lung microvascular ECs (HMVEC-L) were obtained from Lonza (Walkersville, MD) and were cultured in EC basal medium (EBM-2, Lonza) supplemented with 5% fetal bovine serum (FBS), human recombinant epidermal growth factor (rhEGF), human recombinant vascular endothelial growth factor (rhVEGF), human recombinant fibroblast growth factor (rhFGF) with heparin, long R3 insulin-like growth factor I (IGF), hydrocortistone, ascorbic acid, gentamicin, and amphotericin B (Lonza Bulletkit, CC-3202) as we have described. Only HMVEC-Ls from passages 5–10 were studied.

2.2 Selection of opioid compounds

In these studies, we examined two different opioid compounds—morphine (opium alkaloid) and fentanyl (synthetic opioid). Morphine was obtained from Cayman Chemical (Ann Arbor, MI) and fentanyl was obtained from Sigma-Aldrich® (St. Louis, MO). Stock solutions of the powdered opioids were then diluted in dimethyl sulfoxide (DMSO) (Sigma-Aldrich®) to a concentration of 10 mM for use in the cell culture experiments. The prepared stock solutions were then stored at -20 ºC until use.

2.3 Cellular impedance assay

Cellular impedance was measured using the xCELLigence® Real-Time Cell Analyzer (ACEA Biosciences, Inc.; San Diego, CA) as described. HMVEC-L (5 × 10⁴) were plated on specially designed impedance plates (E-Plate® 16s; ACEA Biosciences, Inc.) and grown to post-confluence in the incubator (72 hours, 37 ºC/5% CO₂). During this time, cellular impedance measurements were taken hourly to monitor the progress of the development of the endothelial barrier. These results were reported as Cell Index (CI). Once the barrier had been developed (48–72 hours), the CI was normalized, and the ECs were exposed to increasing concentrations of either morphine or fentanyl (1–1,000 µM diluted in DMSO). As controls, the HMVEC-Ls were treated with vehicle (0.1 % or 1% DMSO) or media alone. Following treatment, impedance readings were taken every 15 minutes over the course of the 24-hour experiment. Evidence of endothelial barrier dysfunction was indicated by a decrease in the normalized CI compared to media alone and/or vehicle control.

3. RESULTS

3.1 Effect of morphine on the pulmonary endothelial barrier

HMVEC-Ls were grown to confluence over a 72-hour period on impedance plates as stated above. The CI was normalized, and the ECs were exposed to increasing concentrations of morphine (1–1,000 µM), vehicle (0.1 % or 1% DMSO), or media alone for 24 hours. Normalized CI was measured every 15 minutes following exposure (shown
in Figure 1). In morphine-treated HMVEC-Ls, concentrations of either 300 µM or 1,000 µM induced a reduction in normalized CI compared to media or vehicle (0.1 % or 1% DMSO). This reduction began to separate from vehicle (1 % DMSO) at approximately 4 hours post-treatment and persisted for several hours. Changes in normalized CI in HMVEC-Ls treated with 300 µM morphine persisted throughout the 24-hour study; however, HMVEC-Ls treated with 1,000 µM morphine seemed to recover from this effect between 15–16 hours post-treatment. This reduction appears to return to baseline by the end of the 24-hour study. The peak reduction of normalized CI was approximately 25 % and was observed between 8–9 hours post-exposure. Lower doses of morphine (1 µM, 10 µM, 30 µM and 100 µM) did not disturb the normalized CI in these experiments.

Figure 1. Normalized cellular impedance changes in cultured HMVEC-L following treatment with morphine. HMVEC-Ls were exposed to media alone, vehicle (0.1 % or 1 % DMSO), or increasing concentrations of morphine (1–1,000 µM). The results are expressed as the mean of the normalized CI; n ≥ 3 for each experimental condition.

3.2 Effect of fentanyl on the pulmonary endothelial barrier

HMVEC-Ls were grown to confluence over a 72-hour period on impedance plates as stated above. Prior to testing, the CI was normalized, and the ECs were exposed to increasing concentrations of fentanyl (1–1,000 µM), vehicle (0.1 % or 1 % DMSO), or media alone for 24 hours. Normalized CI was measured every 15 minutes following the exposures (Figure 2). In these experiments, fentanyl concentrations < 100 µM appeared to have no effect on normalized CI compared to either media or vehicle controls. A fentanyl concentration of 300 µM induced a reduction in normalized CI compared to media or vehicle (0.1 % or 1% DMSO) and this reduction began to separate from vehicle (1 % DMSO) at approximately 4 hours post-treatment and persisted for several hours. Toward the end of the 24-hour experiment, the HMVEC-Ls appeared to begin to recover from the fentanyl treatment at this concentration. Exposure to 1,000 µM produced an interesting result. The normalized CI increased following fentanyl treatment which peaked at approximately 8 hours following initial exposure. Once the normalized CI reached this peak, it was followed by a rapid reduction in normalized CI. This reduction reached 0.00 at 40 hours post-initial exposure (data not shown), suggesting that fentanyl is cytotoxic at 1,000 µM for HMVEC-Ls.
4. CONCLUSIONS

In this study, we demonstrated that the opioids morphine and fentanyl induce both a dose- and time-dependent decrease in normalized CI in cultured HMVEC-Ls. These results suggest that these opioids are acting directly on the ECs to disrupt the endothelial barrier at concentrations ≥ 300 µM. The maximum reduction in normalized CI appears to occur between 8–9 hours following initial exposure. Following this peak reduction, the HMVEC-Ls seem to begin to recover from the barrier disruption for the remainder of the study. In addition to barrier disruption, these results suggest that fentanyl is cytotoxic to HMVEC-L at concentrations ≥ 1,000 µM. Whether this cytotoxicity is occurring through apoptosis or necrosis, is currently unclear; determining the pathway of this observation will require further examination.
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ABSTRACT

Composite polymer membranes of polyethylene oxide, Laponite® clay platelets, and the metal-organic frameworks UiO-66-NH\textsubscript{2}, PCN-250, ZIF-8, and NU-1000 were synthesized and evaluated to examine the effect of the clay platelet filler on the properties of the composite, with the UiO-66-NH\textsubscript{2} membranes evaluated at pH 8, 9, and 10 to probe the extrema of the stability of the metal-organic framework and the clay platelet to more fully map the potential design range of the material for future applications. It was found that UiO-66-NH\textsubscript{2} at pH 8 was able to preserve the thermal stability of the composite membrane, for which the polyethylene oxide-Laponite® clay analogue at that pH without a metal-organic framework otherwise appeared to greatly lose connectivity of the platelets to the polymer substrate. Further, the ability of the metal-organic framework and Laponite® to produce a tortuous diffusion path in the membrane was found to directly impact the fractional utilization of the active material and corresponding failing breakthrough time in permeation experiments involving the mustard gas simulant chloroethyl ethyl sulfide, with UiO-66-NH\textsubscript{2} observing the greatest synergistic tortuosity effect with Laponite® among all the metal-organic frameworks utilized.

Keywords: permeation, Laponite®, metal-organic framework, polymer, filler, mechanical strength, tortuosity

1. INTRODUCTION

Polymers are favorable materials for utilization in membrane-based separation applications due to their flexibility, stability, and durability. However, diffusion of permeant in polymer-based membranes is inherently complex, as polymer chain distribution in film morphology is highly heterogenous in nature. Therefore, permeant behavior is heavily influenced by the spatial distribution of void regions within the material, which is largely reflected in free-volume theories of diffusive transport in polymer membranes. This directly influences interaction of the film material with the permeant and can often lead to great underutilization of the active species and subsequent suboptimal barrier performance of the composite membrane.

It has been shown that the barrier properties of polymers can be altered and greatly enhanced by inclusion of impermeable filler components in these void regions to alter the diffusion path of permeant molecules by forcing them to follow longer and more tortuous pathways in passing through the film.\textsuperscript{1} Early theory developed by Nielsen\textsuperscript{2} attempted to parameterize the relative enhancement of the diffusion path length of a permeant molecule through a polymer film through the concept of tortuosity—described as the ratio of the diffusion path length of a permeant through a polymer film with filler components to the diffusion path length of a permeant through a polymer film without filler. The morphology of the filler component was found to heavily influence tortuosity—specifically, the ratio of the length of the filler component in the direction normal to the film surface to the length of the filler component in the direction tangent to the film surface, which is commonly referred to as the aspect ratio. It was shown that thin plate-shaped particles with a large aspect ratio serve as an optimal morphology for increasing tortuosity (and
subsequently decreasing permeability) if they can be oriented within the polymer so that their faces are parallel to the surface of the film.

Figure 1. Depiction of diffusion path of gas-phase permeant without filler particles (left) and with high-aspect-ratio filler particles (right).

Clay platelets are a common polymer filler material of thin plate-shaped morphology utilized as such a diffusion barrier. Polymer-clay composite materials have been heavily studied since the discovery by the Toyota Research Center in Japan that a composite of nylon-6 with as little as two volume percent of montmorillonite showed significantly enhanced mechanical and thermal properties. Such enhancement of composite properties with very small amounts of added clay filler has been found to extend to many other polymeric systems as well.

Polyethylene oxide (PEO), specifically, has long been a model polymer used in a platelet composite system due to its high affinity for interaction with cations on the platelet surface. It has been shown that in solution, synthetic clay nanoparticles are exfoliated and act as multifunctional cross-links to PEO polymers, building a network. Upon applied shear to the precursor PEO/platelet solution, stretching of the polymer is induced, which favors alignment of the platelets. With PEO, it has been found that polymer-clay interactions become stronger as the clay particle size is reduced.

Given these findings, a common clay platelet filler utilized with PEO has been Laponite® RD (LRD). LRD is a synthetic and trioctahedral smectite clay with a layered structure similar to that of the natural clay hectorite, and it has a chemical composition of 66.2 % SiO<sub>2</sub>, 30.2 % MgO, 2.9 % Na<sub>2</sub>O, and 0.7 % Li<sub>2</sub>O, corresponding to the molecular formula Si<sub>8</sub>(Mg<sub>5.5</sub>Li<sub>0.4</sub>H<sub>4.0</sub>O<sub>24.0</sub>)<sub>0.7-</sub>(Na<sub>0.7</sub>)<sub>0.7+</sub>. LRD has the advantages over natural clays of being chemically pure, free from crystalline silica impurities, and composed of a very monodisperse platelet size of approximately 25-nm diameter and 0.9-nm thickness, resulting in a uniform aspect ratio of 30:1.

Metal-organic frameworks (MOF) are attractive reactive filler components in polymeric membranes due to their high surface area, tunable porosity and functionalities, and high decontaminative performance against a wide variety of toxic chemicals—including nerve agents and vesicants. MOFs have emerged as promising filler materials for mixed-matrix membranes (MMM) containing MOF and polymer components, since the first MOF-polymer MMM was synthesized by Yehia et al. When incorporating MOFs into these systems, suitability for reaction must be considered, and zirconium-based MOFs have high potential. Among these are the UiO series of MOFs, in which UiO-66-NH<sub>2</sub> in particular has demonstrated superior reactivity against a wide range of nerve agents, vesicants, and simulants. In permeation applications, performance of vesicants—such as mustard gas—are of paramount interest, as they represent severe percutaneous threats and possess low molecular dimensions relative to other chemical warfare agents, thus allowing for easier diffusion through a membrane. A commonly-employed simulant utilized to represent mustard gas is 2-chloroethyl ethyl sulfide (CEES), of which the reaction chemistry has been elucidated with UiO-66-NH<sub>2</sub>. CEES was shown to bind to the amine group of the linker in UiO-66-NH<sub>2</sub>, and CEES has been evaluated against CEES in the open literature to the best of our knowledge, but both are known to present wide thermal, hydrolytic, and chemical stability and offer differing surface chemistries for evaluation of compatibility as fillers in PEO-LRD systems.

The aim of this current effort is to evaluate the MOFs UiO-66-NH<sub>2</sub>, NU-1000, PCN-250, and ZIF-8 in PEO films, with and without LRD platelets. This will probe a full range of interactions among film components with major commercially-produced MOFs which have the potential to survive the synthesis conditions. The effect of each of these
filler combinations on utilization of active material in permeation properties, breathability, and mechanical stability of the resultant films will be explored and elucidated.

2. PROCEDURE

For all films synthesized, the effort was made to limit the PEO concentration in distilled water to 5 \% by volume to avoid approaching solubility limits. For films containing solely PEO and LRD, the synthesis procedure was followed according to previous literature in which LRD/PEO films were synthesized in a 20/80 weight/percent ratio at an ionic strength of 0.001 M (adjusted with NaCl) and a synthesis pH of either 10, 9, or 8. The different pHs were utilized in the effort to compare with corresponding samples utilizing MOF.

For samples containing MOF, LRD, and PEO, the MOF was first tip-sonicated for 5 minutes to promote optimal dispersion before proceeding via the same procedure as the PEO-LRD samples, with weight percents of 20/20/60 of MOF/LRD/PEO. All samples containing LRD were mixed vigorously for two weeks to promote optimal exfoliation of the platelets. The UiO-66-NH$_2$ samples were synthesized at pH of 10, 9, and 8 to gauge the tradeoffs between stability of the MOF and stability of the LRD platelets, as X-ray diffraction patterns showed that UiO-66-NH$_2$ was found to have a maximally-stable pH of 8. Samples utilizing PCN-250, ZIF-8, and NU-1000 were all synthesized solely at a pH of 10. Samples containing solely PEO or solely PEO and MOF were only mixed overnight. After mixing, the precursor solutions were pipetted onto a quartz tray and spread layer-by-layer with a wet film applicator in the effort to achieve a thickness of 100 microns. Layers took approximately 1–2 hours to dry and yielded an average thickness of 2–3 microns per layer. A full list of films synthesized is shown in Table 1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>PEO Wt %</th>
<th>LRD Wt %</th>
<th>MOF utilized</th>
<th>MOF Wt %</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO</td>
<td>100</td>
<td>0</td>
<td>None</td>
<td>0</td>
<td>9 (not adjusted)</td>
</tr>
<tr>
<td>PEO-LRD-pH 8</td>
<td>80</td>
<td>20</td>
<td>None</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>80</td>
<td>20</td>
<td>None</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>80</td>
<td>20</td>
<td>None</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>PEO-U-AR</td>
<td>80</td>
<td>0</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>6 (not adjusted)</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>80</td>
<td>0</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>80</td>
<td>0</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>80</td>
<td>0</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>60</td>
<td>20</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>60</td>
<td>20</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>60</td>
<td>20</td>
<td>UiO-66-NH$_2$</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>80</td>
<td>0</td>
<td>PCN-250</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>60</td>
<td>20</td>
<td>PCN-250</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>80</td>
<td>0</td>
<td>ZIF-8</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>60</td>
<td>20</td>
<td>ZIF-8</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>80</td>
<td>0</td>
<td>NU-1000</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>60</td>
<td>20</td>
<td>NU-1000</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

3. CHARACTERIZATION METHODS

3.1 Water isotherm

Water isotherms were conducted at 25 °C for each of the baseline MOFs, the polyethylene oxide powder, and the LRD powder to parameterize the relative wettability of each component for the solvent utilized in the synthesis. A sample of 20–30 mg of sorbent material was dried overnight in a convection oven at a temperature determined to be the maximum thermally stable temperature of the material to optimally remove water and solvent impurities. This was determined to be 50 °C for PEO, 80 °C for LRD, 120 °C for UiO-66-NH$_2$, NU-1000, and ZIF-8, and 200 °C for PCN-250. Once removed from the oven, the sample was placed in a desiccator and cooled to room temperature. It was then arranged as a monolayer into the sample holder to promote rapid mass transfer of water vapor from the bulk stream to the sample surface, and the sample holder was then attached to a Cahn™ Model D-200 microbalance. Water
was delivered from a saturator cell to a temperature-controlled microbalance containing the sorbent to be evaluated. The concentration of water vapor in the air stream (the relative humidity), was systematically increased (or decreased) by changing the temperature of the saturator cell in accordance with vapor pressure values calculated from the Antoine coefficients for water. By measuring the change in weight, the amount of water adsorbed on the material was calculated.

3.2 Scanning electron microscopy

SEM images were obtained using a Phenom ProX GSR desktop SEM. Samples were submerged in liquid nitrogen and cracked to form a clean break, and then mounted on double-sided carbon tape with the cracked edge facing upwards. Samples were scanned at 15 kV, analysis mode, and 1024 cm\(^{-1}\) resolution.

3.3 Nitrogen isotherm

Nitrogen isotherms were measured using a Micromeritics® ASAP™ 2420 analyzer at 77 kelvin. Samples were degassed at 50 °C under vacuum for approximately 16 hours. The Brunauer–Emmett–Teller (BET) theory was used to calculate specific surface area in m\(^2\) g\(^{-1}\).

3.4 X-ray diffraction

XRD measurements were collected using a Rigaku MiniFlex600 X-ray powder diffractometer with a D/Tex detector. Samples were scanned at 40 kV and 15 mA, using Cu K\alpha radiation (\(\lambda = 1.54 \text{ Å}\)) at a scan rate of 5° min\(^{-1}\) over a 2θ range of 2° to 50°. Zero-background discs were used for XRD measurements. A background correction was performed in the Rigaku PDXL software (version 2.1.3.6).

3.5 Fourier transform infrared

Attenuated total reflectance fourier transform infrared (ATR-FTIR) spectra of the baseline powders and composite films were obtained using a Bruker TENSOR 27 spectrometer. A wavenumber range of 400–4000 cm\(^{-1}\) was scanned at a resolution of 2 cm\(^{-1}\).

3.6 Tensile strength

Tensile strength testing was performed in accordance with ASTM D882-02. Briefly, a 4-inch-by-0.5-inch strip of polymer film was cut and mounted into a tensiometer. Sample thickness was measured beforehand on a SEM using a vertically-mounted sample holder to view the film cross-section. The tensiometer grips overlapped the specimen by 1 inch on each side. Stress-strain curves were measured using a pull rate of 5 cm/min.

3.7 Thermogravimetric analysis

Thermogravimetric analysis (TGA) was conducted using a TA Instruments TGA Q500 analyzer. A temperature range of 25–600 °C was utilized with a nominal heating rate of 10 °C/min utilizing a dynamic high-resolution heating algorithm that more distinctly differentiates distinct thermal events occurring at similar temperatures than purely linear heating methods.

3.8 Differential scanning calorimetry

Differential scanning calorimetry (DSC) measurements were conducted on a TA Instruments SDT Q600 with aluminum pans. The temperature was ramped from 25 °C to 600 °C at a rate of 10 °C/min after an initial 10-minute hold at ambient temperature. Nitrogen was used as a carrier gas and flowed at 20 mL/min.

3.9 Small-angle neutron scattering

Small-angle neutron scattering (SANS) measurements were performed on the 30-m SANS NG7 instrument at the Center for Neutron Research at the National Institute of Standards and Technology (Gaithersburg, MD). Both 2D scans and azimuthal scans were performed on the films. In the 2D scans, both the spreading plane (typically designated as the x-z plane) and the sample edge plane (typically designated as the x-y plane) were scanned to give a visual of the platelet alignment in the films. Azimuthal scans parallel and perpendicular to the vector normal to the film spreading surface were conducted at an intensity of \(q = 0.003 \text{ Å}^{-1}\).
3.10 CEES microbreakthrough

Microbreakthrough testing of CEES was conducted on the films to gauge their ideal maximum capability for removal, as the transport phenomena involved in a microbreakthrough exposure ostensibly favor full utilization of the active material in the films. The apparatus and general procedure used has been previously described in literature. Briefly, approximately 10–20 mg of composite film was cut into pieces that could pass through a size 20 sieve (0.1-mm size mesh) and loaded into a 4-mm i.d. fritted glass tube. The tube was loaded into a water bath so as to conduct testing isothermally at 20 °C. A flow rate was programmed through a saturator cell filled with neat CEES liquid and mixed with a diluent dry air stream at flow rates necessary to achieve 300 mg/m$^3$ concentration. The contaminated air stream was passed through the fritted glass tube. The effluent concentration was measured as a function of time using a gas chromatograph equipped with a photoionization detector. Data of effluent concentration versus time was integrated to determine the mass eluting the tube, and then subtracted from the total amount of feed to give the loading of the composite sample.

3.11 CEES and octane permeation

CEES and octane permeation testing were conducted in accordance with ASTM F739-12. Briefly, a 1.25-inch-by-1.25-inch segment of film was cut, weighed, and measured for thickness with a SEM, as outlined in Section 3.2, and placed in a 1-inch-diameter Pesce PTC 700 permeation test cell. An equal countercurrent flow of 0 % relative humidity and 300 mL min$^{-1}$ air was applied to both sides of the swatch with a feed side concentration of 300 mg/m$^3$ of chemical. The chemical concentration was monitored at three locations in the PTC 700 cell—the inlet stream to the cell apparatus (designated as the feed line), the outlet stream from the cell apparatus (designated as the retentate line), and the outlet stream from the cell apparatus on the opposite side of the swatch (designated as the permeate line). The test was considered complete when the two outlet stream concentrations summed to equal the value of the feed concentration, closing the mass balance and satisfying the condition of the equation

$$C_{\text{feed}} - C_{\text{retentate}} - C_{\text{permeate}} = 0.$$  \hspace{1cm} (1)

For octane, only the steady state permeation rate value was recorded. For CEES, both the steady state permeation rate and the loading of CEES in the membrane were tracked. The loading of CEES in the composite membrane was calculated analogously to the microbreakthrough loading, in that the difference between the feed and effluent concentrations was differentially integrated and divided by the product of the mass density of the film and the cross-sectional area of the film exposed to CEES to calculate the total mass of CEES adsorbed in the film.

3.12 Water vapor transport rate

Water vapor transport rate (WVTR) measurements through the swatches were conducted in accordance with the Water Method of ASTM E-96-16. Briefly, a swatch of material was sealed over a 1.75-cm-diameter container filled to a headspace of 0.5 inches with distilled water and placed in an environmentally-controlled chamber at 25 °C and 50 % relative humidity for 24 hours. The total mass of the apparatus was weighed before and after the exposure, and the mass difference was divided by the cross-sectional area of the top of the container and the exposure time to generate a WVTR value. The WVTR value was reported in units of grams of water lost per square meter of surface area exposed to the humidity gradient in the test system per hour of exposure time.

4. RESULTS

4.1 SEM

SEM is a very useful tool for visualizing the dispersion on the MOF on the polymer substrate. It is ideal for the MOF to be evenly dispersed throughout the polymer substrate to avoid agglomeration and subsequent development of voids to occur. SEM images of all films are shown in Figure 2. It is seen for the PEO-LRD samples that surface roughness generally increases with a decrease in the pH, which may result from leaching of ions from the clay platelets. UiO-66-NH$_2$ was well-dispersed on the surface of the film at pH 8, but became more clustered on the surface at higher pH. This may be due to the decomposition of the MOF in this realm, thus generating an environment in which the MOF fragments lack the aminated moiety for binding to the polymer backbone. With films of UiO-66-NH$_2$ with LRD and PEO, as the pH of the film is increased from 8 to 10, the MOF became less evenly dispersed in the film. The UiO-66-NH$_2$ particles also appeared to be more clustered in the LRD composites than in the baseline PEO film. It was
shown that PCN-250 was reasonably dispersed in the baseline PEO film, but upon incorporation with LRD, it was more heterogeneously dispersed. Significant voids were also observed in the PEO-PCN film. Together, this suggested that low affinity exists between PCN and PEO and high affinity exists between PCN and LRD, all of which are contradictory to the desired scenario. ZIF-8 appeared to be better dispersed on the baseline PEO film. In a composite with PEO and LRD, the MOF appeared more clustered, possibly due to affinity of the ZIF-8 particles with the LRD platelets. NU-1000 appeared to remain better intact when combined with LRD than with simply PEO alone, as the rod-shaped particles appeared fragmented.

Figure 2. SEM images of (all specified from left to right) top row: PEO-U-pH 8, PEO-U-pH 9, and PEO-U-pH 10; second row: PEO-U-LRD-pH 8, PEO-U-LRD-pH 9, and PEO-U-LRD-pH 10; third row: PEO-PCN, PEO-ZIF, and PEO-NU; and fourth row: PEO-PCN-LRD, PEO-ZIF-LRD, and PEO-NU-LRD.
4.2 N\textsubscript{2} isotherm

BET surface areas of the composite membranes are depicted in Table 2. Baseline BET surface areas of powder-form Uio-66-NH\textsubscript{2}, PCN-250, ZIF-8, NU-1000, and LRD were 1635 m\textsuperscript{2}/g, 1769 m\textsuperscript{2}/g, 1807 m\textsuperscript{2}/g, 1904 m\textsuperscript{2}/g, and 375 m\textsuperscript{2}/g, respectively. All of the Uio-66-NH\textsubscript{2}-based films exhibited a lower surface area with their LRD analogues than the analogues without LRD, but the opposite trends were observed with the other three MOFs.

Table 2. Nitrogen isotherm data for films synthesized.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BET Surface Area (m\textsuperscript{2}/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO film</td>
<td>0.1</td>
</tr>
<tr>
<td>PEO-LRD-pH 8</td>
<td>2.7</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>0.1</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>2.3</td>
</tr>
<tr>
<td>PEO-U-AR</td>
<td>1.1</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>1.9</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>3.8</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>2.9</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>0.3</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>2.1</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>2.8</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>4.2</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>5.9</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>6.0</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>11.2</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>1.5</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>5.6</td>
</tr>
</tbody>
</table>

4.3 XRD

XRD was used as a complementary technique with FTIR to confirm preservation of the MOF, LRD, and PEO components within the composite framework of the films. With these systems, LRD is known to produce a diffraction pattern at a 2-theta value of 5°.\textsuperscript{20} Further, the PEO substrate is known to produce distinct peaks at 2-theta values of 20° and 23°.\textsuperscript{20} In this experiment, the PEO and LRD components were well-incorporated into the composite film at a pH of 9 or 10, but low structural integrity was observed at a pH of 8. As alluded to earlier, the LRD particles experienced leaching of magnesium and lithium ions at lower pH, and so this variable was likely at play in this range. Further, the natural pH of 5% PEO in distilled water is around 9, so this range is acidic relative to the natural PEO environment and may serve to compromise the PEO structure as well. Additionally, a pH of 9 seems to be an optimal value for preserving both the PEO and LRD components. There was a hint of evidence of the MOF peak present in the as-received PEO-Uio-66-NH\textsubscript{2} film, which became depleted at pH of 8 and above. However, in the samples containing PEO, Uio-66-NH\textsubscript{2}, and LRD, this peak was preserved in the pH 8 and pH 9 samples, indicating that presence of the clay filler component aided in preserving the stability of the MOF. Further, the peak corresponding to LRD was much better preserved in the pH 8 sample containing Uio-66-NH\textsubscript{2} than for the corresponding sample with just PEO and LRD at pH 8, suggesting that the added MOF aided in preserving the integrity of the platelets. However, the LRD peak at pH of 9 was not as strong as the baseline PEO-LRD-pH 9 sample, suggesting that full preservation of the MOF may be necessary for aiding in subsequent preservation of the LRD component.

![XRD patterns of baseline PEO-LRD and PEO-Uio-66-NH\textsubscript{2} films.](image)

For the other MOFs, only a small amount of the PCN-250 component remained present in both PEO and PEO-LRD composite films, but the PEO and LRD peaks were preserved in all cases. ZIF-8 was present with both PEO alone and
PEO with LRD in the composite. LRD was also preserved in the composite; however, the peaks corresponding to ZIF-8 and PEO in the PEO-ZIF-LRD composite were greatly reduced, potentially indicating predominance of LRD on the surface of the film. The NU-1000 filler was maintained well in both the composite with PEO and the composite with PEO and LRD. The PEO structure was also maintained well in both composites, but the LRD peaks are scarcely present—possibly indicating that the alignment of the LRD component was greatly affected by incorporation of NU-1000 into the composite film.

4.4 FTIR

FTIR can be used to assess the MOF-polymer binding environment and preservation of the MOF in general, as there is the potential for new peaks to form upon interaction with MOFs. The FTIR spectra of baseline PEO and PEO-LRD composites at pH values of 8, 9, and 10 are consistent with the XRD spectra in that the peaks corresponding to the PEO and LRD components show greatest integrity for the pH 9 samples. The characteristic peaks of LRD are greatly diminished in the pH 8 sample, reflecting that significant leaching of magnesium and lithium ions has occurred from the structure and compromised the platelet structural integrity. As expected, this peak sequentially diminishes in intensity with increasing pH and is completely depleted at pH of 10. In the composites of PEO, UiO-66-NH₂, and LRD, both the MOF and LRD components show signs of stability at pH values outside of their stable range observed in isolation, with MOF peaks still present at pH of 10 and LRD peaks still present at pH of 8.

In the other MOFs, it is seen that PCN-250 is only faintly present in both composite films and that LRD is marginally incorporated in the composite as well, consistent with the XRD spectra. Results showed that ZIF-8 is heavily present in the composite film with PEO, but peaks for all three components are heavily truncated in the PEO-ZIF-LRD composite. This is consistent with the XRD patterns, which only showed significant presence of LRD. Presence of PEO, NU-1000, and LRD is maintained well in all composites. This suggests that the lack of characteristic LRD peaks in the XRD pattern for PEO-NU-LRD can be attributed to poor platelet alignment rather than dissolution.
4.5 TGA

TGA was conducted to gauge the thermal stability of the composite membranes. It is seen that PEO-LRD composite films at pH of 9 and 10 have a higher thermal decomposition temperature than baseline PEO, with the pH 9 film exhibiting the greatest thermal stability, and the PEO-LRD-pH 8 film having a lower stability than the baseline film. This supports the XRD and FTIR data and suggests that the clay platelets are not well incorporated into the PEO structure at this lower pH, possibly existing in a dissolved state due to leaching of magnesium ions from the clay that is known to occur in this regime. If leaching and dissolution of the platelets is indeed occurring, this effect appears to compromise the thermal stability of the composite to the extent that it exhibits a lower decomposition temperature than the baseline PEO film.

![Figure 7. TGA profiles for PEO-LRD (left) and PEO-Uio-66-NH2 (right) films.](image)

In contrast to the films with solely PEO and LRD, the composites with PEO, Uio-66-NH2, and LRD all exhibited a higher decomposition temperature than the baseline PEO, at all pH values evaluated. In comparison to the films with just PEO and Uio-66-NH2, the PEO-U-LRD composite films show lower thermal stability at pH 8 and pH 9 and slightly higher stability at pH 10. This suggests that Uio-66-NH2 enhances the thermal stability of the composite film but does not display a synergistic thermal stability effect with LRD. All films containing PCN-250 exhibit a lower decomposition temperature than the baseline PEO film, with the composite of PEO, PCN-250, and LRD exhibiting the lowest thermal stability. This suggests that PCN-250 does not integrate favorably with PEO or LRD. Presence of ZIF-8 alone in PEO enhanced the thermal stability of the composite film to a greater extent than presence of LRD alone, but the composite of ZIF-8 and LRD in PEO had a lower decomposition temperature than the baseline PEO film. This suggested high affinity between the two filler components, which is undesirable for cofillers in a polymeric matrix. This is consistent with previous literature data where ZIF-8 and the zeolite silicate-1 (a high-SiO2-based filler, as is LRD), were deemed to be too chemically similar to be synergistic fillers. Presence of both NU-1000 and LRD in the PEO membrane, separately, enhances the thermal stability, with the PEO-LRD composite having a higher decomposition temperature than the PEO-NU composite. However, when both fillers are combined, the composite thermal stability is lower than that of the baseline PEO film.

![Figure 8. TGA profiles for PEO-PCN (left), PEO-ZIF (middle), and PEO-NU (right) films.](image)

4.6 DSC

The endotherms from DSC on the baseline PEO and baseline PEO-LRD composite samples are shown in Figure 9. Integration of the endotherms, applying an appropriate correction factor for the weight fraction of polymer in the films,
yields the crystallization enthalpy of the composite membranes. Dividing these values by the crystallization enthalpy for the pure PEO film yields percent crystallinities of 90.8, 91.2, and 98.1 for the PEO-LRD films at pH 10, 9, and 8, respectively, with the literature crystallization percentage of PEO-LRD(20 %)-pH 10 reported around 94 %. This supports the TGA results and confirms that, at pH of 8, connectivity between the polymer and clay components alone is greatly diminished, likely due to partial dissolution of the clay.

4.7 Tensile strength

Tensile strength testing was conducted on all films to monitor changes in the mechanical integrity of the composite films from addition of filler. It is shown in Table 3 that, for the baseline films containing PEO and LRD, the maximum load reaches a relative maximum at pH of 9, consistent with the TGA data suggesting higher overall stability of the polymer-clay composite at this pH. Percent elongation increased moving down from pH of 10 to pH of 8, increasing increase in elasticity of the composite film going down in pH. Maximum load and percent elongation are, together, used to indicate the overall toughness of a material. For the films containing solely MOF and PEO, only the film with UiO-66-NH₂ at pH of 8 exhibits higher values of these parameters than the baseline PEO film. For the films containing the other three MOFs, it is seen that the Young’s modulus and maximum load are higher for all the composite films that do not contain LRD. Further, the percent elongation values are higher for the films containing LRD for all the MOFs except NU-1000.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Maximum Load (N)</th>
<th>% Elongation</th>
<th>Young’s Modulus (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO</td>
<td>11.59</td>
<td>151.6</td>
<td>408.4</td>
</tr>
<tr>
<td>PEO-LRD-pH 8</td>
<td>5.87</td>
<td>723.6</td>
<td>296.0</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>10.43</td>
<td>433.3</td>
<td>471.7</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>5.64</td>
<td>49.7</td>
<td>164.1</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>15.74</td>
<td>873.1</td>
<td>833.1</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>4.04</td>
<td>220.7</td>
<td>117.7</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>12.55</td>
<td>38.8</td>
<td>85.8</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>2.37</td>
<td>163.9</td>
<td>565.7</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>7.51</td>
<td>173.4</td>
<td>497.3</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>6.99</td>
<td>148.3</td>
<td>461.0</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>2.84</td>
<td>37.6</td>
<td>375.2</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>2.75</td>
<td>63.3</td>
<td>288.1</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>1.21</td>
<td>64.6</td>
<td>166.0</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>0.66</td>
<td>290.7</td>
<td>141.1</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>5.41</td>
<td>20.9</td>
<td>532.5</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>0.48</td>
<td>13.3</td>
<td>239.0</td>
</tr>
</tbody>
</table>

4.8 SANS

Both the 2D scans (Figure 10) and azimuthal SANS profiles (Figure 11) show high anisotropy in the baseline PEO-LRD films, particularly with the analogues synthesized at pH of 9 and pH of 8. This confirms successful reproduction of the literature synthesis and alignment results for the PEO-LRD system. It is interesting to note the PEO-LRD analogue synthesized at pH of 8 exhibits strong anisotropy despite having low connectivity to the polymer, suggesting that only minimal bonding between the two moieties is necessary to achieve shear-based alignment in the system during the synthesis.
Octane permeation testing was conducted on the samples in an effort to gauge the relative length of the diffusion path of an inert gas-phase permeant of similar molecular dimensions as CEES. As with CEES and mustard gas, octane is a linear molecule with a very similar van der Waals volume, as calculated from known correlations. This roughly gauges the effectiveness of filler incorporation in the composite films, and ideal incorporation of the platelets would result in a greatly elongated diffusion path of octane through the composite film.

Several trends are observed from the data. Interestingly, the PEO-LRD composite prepared at pH of 10 observed the lowest tortuosity factor relative to baseline PEO of all three baseline PEO-LRD samples, with the composite at a pH of showing the highest tortuosity. This may be an artifact of agglomeration of the clay filler in this sample. Further, all samples containing UiO-66-NH$_2$ displayed an increased tortuosity factor when decreasing the pH from 10 to 9 to 8. This is logical, as the structural integrity of the UiO-66-NH$_2$ component is preserved to a greater extent as the pH is reduced and maintaining the integrity of the second filler component will generate a greater amount of filled space within the void regions of the polymer for octane to diffuse around. Further, the composite films with UiO-66-NH$_2$ and LRD all showed a greater tortuosity factor than the corresponding films without MOF, suggesting favorable dispersion of the two filler components. Finally, notable conclusions were found when comparing tortuosity effect across the different MOFs. UiO-66-NH$_2$ and ZIF-8 were able to generate a significant synergistic tortuosity effect when combined with LRD, PCN-250 only generated a moderate effect, and NU-1000 actually generated a lower
tortuosity factor in combination with the platelet filler than with the MOF alone. This would reflect the XRD and SEM data in that the more intact NU-1000 particles combined with LRD platelets that are not well-aligned actually impede the diffusion path to a lesser extent than the fragmented NU-1000 particles alone.

Table 4. Tortuosity factors of films synthesized.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Tortuosity factor relative to baseline PEO</th>
<th>Tortuosity factor relative to analogue without LRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO-LRD-pH 8</td>
<td>268.3</td>
<td>-</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>838.5</td>
<td>-</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>4.2</td>
<td>-</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>4.5</td>
<td>-</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>5.3</td>
<td>-</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>1376.1</td>
<td>303.6</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>1064.8</td>
<td>202.4</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>383.3</td>
<td>766.7</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>0.3</td>
<td>-</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>3.7</td>
<td>12.8</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>3.4</td>
<td>-</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>575.0</td>
<td>169.1</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>6.6</td>
<td>-</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>2.5</td>
<td>0.4</td>
</tr>
</tbody>
</table>

4.10 WVTR

WVTR data are shown in Table 5. It is noted here that only the films containing LRD could be evaluated with this technique. As PEO is highly soluble in water, all baseline films not containing the LRD filler displayed noticeable loss of structural integrity for this test. Therefore, an immediate structural integrity benefit was displayed for all films through incorporation of LRD platelets. Values are similar for all films with the exception of PEO-U-LRD-pH 9 and PEO-ZIF-LRD. The SEM images show that PEO-U-LRD-pH 9 has significantly heterogenous dispersion of MOF on the surface, and the MOF regions may prove to aid in facilitating diffusion of water molecules through the composite. For PEO-ZIF-LRD, the highly hydrophobic nature of the MOF component may aid in preventing water from penetrating through the film.

Table 5. WVTR data for LRD-containing films.

<table>
<thead>
<tr>
<th>Sample</th>
<th>WVTR (g/m²/hr per 100-µm film thickness)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO-LRD-pH 8</td>
<td>19.5</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>17.7</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>18.9</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>15.0</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>29.5</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>19.7</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>13.4</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>8.8</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>15.5</td>
</tr>
</tbody>
</table>

4.11 CEES permeation and microbreakthrough

Steady-state permeation rate values of CEES through the membranes are shown in Table 6 and compared to octane tortuosity factors to gauge any differences in trends. Generally, CEES steady-state permeation rates reflect the octane tortuosity factor data in that higher tortuosity factors resulted in lower steady-state permeation rates of CEES through the composite membranes.
Table 6. CEES steady-state permeation rates of films synthesized, normalized to 100-µm thickness.

<table>
<thead>
<tr>
<th>Film</th>
<th>CEES steady-state permeation rate (µg/cm²/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO</td>
<td>0.259</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>0.000</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>0.000</td>
</tr>
<tr>
<td>PEO-LRD-pH 8</td>
<td>0.035</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>6.050</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>1.170</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>0.360</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>0.000</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>0.000</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>0.045</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>10.632</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>0.253</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>1.370</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>0.117</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>2.450</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>2.121</td>
</tr>
</tbody>
</table>

Microbreakthrough and permeation loadings of CEES in all the composite films are shown in Table 7, along with the standard deviations calculated to assign relative confidence intervals to the data. Results of the average values of the tests for all composite films are shown in Figure 12. All tests were performed in a minimum of three replicates to establish confidence intervals to the data.

Table 7. CEES permeation and microbreakthrough loadings of films synthesized, with standard deviations included.

<table>
<thead>
<tr>
<th>Film</th>
<th>CEES Micro Loading (mol/kg)</th>
<th>Micro Stand. Dev. (+/−, mol/kg)</th>
<th>CEES Perm Loading (mol/kg)</th>
<th>Perm. Stand. Dev. (+/−, mol/kg)</th>
<th>Perm to Micro Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEO</td>
<td>0.0332</td>
<td>0.0047</td>
<td>0.0048</td>
<td>0.0028</td>
<td>0.144</td>
</tr>
<tr>
<td>PEO-LRD-pH 10</td>
<td>0.0370</td>
<td>0.0100</td>
<td>0.0015</td>
<td>0.0010</td>
<td>0.041</td>
</tr>
<tr>
<td>PEO-LRD-pH 9</td>
<td>0.0220</td>
<td>0.0150</td>
<td>0.0021</td>
<td>0.0020</td>
<td>0.096</td>
</tr>
<tr>
<td>PEO-LRD-pH 8</td>
<td>0.0300</td>
<td>0.0100</td>
<td>0.0018</td>
<td>0.0010</td>
<td>0.060</td>
</tr>
<tr>
<td>PEO-U-pH 10</td>
<td>0.0673</td>
<td>0.0195</td>
<td>0.0026</td>
<td>0.0022</td>
<td>0.038</td>
</tr>
<tr>
<td>PEO-U-pH 9</td>
<td>0.0850</td>
<td>0.0080</td>
<td>0.0127</td>
<td>0.0034</td>
<td>0.150</td>
</tr>
<tr>
<td>PEO-U-pH 8</td>
<td>0.1050</td>
<td>0.0160</td>
<td>0.0043</td>
<td>0.0031</td>
<td>0.041</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 10</td>
<td>0.0597</td>
<td>0.0160</td>
<td>0.0038</td>
<td>0.0020</td>
<td>0.063</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 9</td>
<td>0.0774</td>
<td>0.0160</td>
<td>0.0055</td>
<td>0.0053</td>
<td>0.071</td>
</tr>
<tr>
<td>PEO-U-LRD-pH 8</td>
<td>0.1040</td>
<td>0.0240</td>
<td>0.0903</td>
<td>0.0475</td>
<td>0.869</td>
</tr>
<tr>
<td>PEO-PCN</td>
<td>0.1080</td>
<td>0.0110</td>
<td>0.0096</td>
<td>0.0041</td>
<td>0.088</td>
</tr>
<tr>
<td>PEO-PCN-LRD</td>
<td>0.1490</td>
<td>0.0100</td>
<td>0.0089</td>
<td>0.0068</td>
<td>0.060</td>
</tr>
<tr>
<td>PEO-ZIF</td>
<td>0.1950</td>
<td>0.0320</td>
<td>0.0110</td>
<td>0.0041</td>
<td>0.057</td>
</tr>
<tr>
<td>PEO-ZIF-LRD</td>
<td>0.1180</td>
<td>0.0060</td>
<td>0.0202</td>
<td>0.0024</td>
<td>0.171</td>
</tr>
<tr>
<td>PEO-NU</td>
<td>0.2620</td>
<td>0.0090</td>
<td>0.0883</td>
<td>0.0309</td>
<td>0.337</td>
</tr>
<tr>
<td>PEO-NU-LRD</td>
<td>0.2130</td>
<td>0.0350</td>
<td>0.0358</td>
<td>0.0094</td>
<td>0.168</td>
</tr>
</tbody>
</table>
While the loading values are all very small for the MOF-containing films, notable trends can be discerned upon close examination of the data. It is seen that the incorporation of LRD filler into the films can have a distinctly different effect depending on the MOF utilized. The LRD may circumstantially have a deleterious effect on overall potential of the film for removing toxic chemical, as represented in the microbreakthrough loading. This may be a rough parameterization of the affinity of the MOF to the clay and is certainly anticipated for ZIF-8, as it has shown high affinity for the zeolite filler silicate-1, chemically similar to LRD, in previous studies upon incorporation into a polymer film. Further, it is apparent that the overall removal of the film in permeation applications can be either greatly hindered or greatly enhanced upon incorporation of the filler, but via different criteria than the microbreakthrough trends.

Full elucidation of this requires thorough consideration of the governing transport phenomena in permeation experiments. As diffusion is the dominant mechanism, one naturally would conclude that a longer diffusion path would favor greater interaction with the active material in the film. Therefore, this relationship was considered by plotting the fractional difference in permeation loading upon filler incorporation in the PEO-MOF films versus fractional difference in the octane steady state permeation rate (parameterized via the octane tortuosity factor), as shown in Figure 13. Results reveal a strong trend suggesting that, indeed, it is this tortuosity factor that governs the utilization of the active material in permeation experiments.

5. CONCLUSIONS

A series of MOFs were incorporated into the known PEO-LRD system to investigate the ability for enhancing mechanical and permeation properties of the composite. While TGA and tensile strength data reveal that none of the
MOFs exhibit full thermal and mechanical synergy with LRD as the filler, notable trends are observed with broad implications. First, it is shown through FTIR and XRD that, selectively, incorporation of MOF into the PEO-LRD composite can extend the pH stability range at which the LRD platelets are structurally intact. This is paramount for consideration for more detailed studies into this system and suggests that synthesis conditions can be selectively relaxed from the previously rigid guidelines in literature, enhancing opportunities for consideration of additional MOFs into the framework that could not survive the standard pH of synthesis conditions.

Further, it is found through permeation and breakthrough experiments that a direct relationship does indeed exist between tortuosity factor and fractional utilization of active component in the PEO-MOF films. It is elucidated that a tortuosity factor of $10^2$ to $10^3$, corresponding to a reduction in the steady-state permeation rate of octane that is two to three orders of magnitude lower than that of the baseline polymer, may promote a suitable diffusion path for proper interaction of gas-phase permeant with active material. Future efforts in this study should involve elucidating the full range of baseline conditions under which the PEO-LRD system will align. Namely, utilization of solvents other than water will ultimately be essential for incorporation of the wide range of MOFs into the framework, as the limited water stability of many MOFs greatly limits possibilities when maintaining distilled water as the solvent of choice.
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ABSTRACT

A set of general predictive parameters is desired to help determine which metal-organic frameworks to explore for protection from toxic compounds. This study aims to provide guidance on minimum required pore sizes for effective mass transfer. A series of isoreticular metal-organic frameworks with varying pore sizes—UiO-66-N, UiO-66, and UiO-67—were synthesized in single-crystal form for diffusion studies. Diffusion of two hydrocarbons—\(n\)-octane and \(\beta\)-pinene—with molecular sizes similar to certain chemical warfare agents was measured using concentration-swing frequency response. This type of system parameterization eliminates the impact of different intermolecular interactions on diffusion as a variable and looks only at the impact of pore size. For octane diffusion, UiO-66 and UiO-67 are similar, but the functionalized UiO-66-N shows significantly reduced diffusivity. Even when the larger \(\beta\)-pinene molecule is tested, still no significant differences in diffusivity were found between UiO-66 and UiO-67.

Keywords: metal-organic frameworks, UiO-66, micropore diffusion, hydrocarbons, single crystal

1. INTRODUCTION

Highly toxic compounds such as toxic industrial chemicals (TIC) and chemical warfare agents (CWA) pose significant risks to society. These risks can come from state sanctioned warfare, terrorist threats, or industrial accidents. Development of protective equipment for soldiers or first responders at these types of incidents is a key goal of the military. The most widely deployed protective measure from chemical attacks is the gas mask. The development of military respirators began shortly after the use of Cl\(_2\) gas as a weapon during World War I. Despite a century of research, the adsorbent material, which is the key component of gas mask filters, has almost exclusively been based on activated carbons.

The difficulty in developing new adsorbent materials for military respirators is the requirement to effectively filter a wide array of possible threats with very different chemical properties. Metal-organic frameworks (MOF) are a new class of porous material with the potential to replace carbon adsorbents. One of the biggest advantages of MOFs over other adsorbents is the high degree of chemical tunability by varying the metal nodes or organic linkers.\(^1\) Many functionalities can also be incorporated post-synthetically to further enhance adsorption properties.\(^2\) These properties have led to significant research efforts on developing MOFs for filtration of toxic chemicals from air.\(^3\)

Since filtration is a dynamic process, mass transfer can significantly impact performance. Figure 1 shows the impact mass transfer can have on the breakthrough of an adsorbent bed. Due to bed depth restraints on a gas mask, slow adsorption kinetics could lead to instantaneous breakthrough. Thus, in order to rationally design a MOF for use in a gas mask, it is critically important to understand its diffusional properties. Due to the large number of reported MOF structures and the inherent dependence of diffusion on both the adsorbate as well as the adsorbent, the bulk of diffusion studies on MOFs have been computational.\(^4,5\) While molecular dynamics (MD) simulations are an important tool for understanding the intermolecular interactions that govern the behavior in an adsorbate-adsorbent system, the force fields used have limitations for quantitative predictions,\(^6\) particularly due to difficulties in calculating atomic charges within MOF structures.\(^7\) While there have been experimental diffusion studies on MOFs, the adsorbates of interest have mainly been confined to those relevant for industrial separations such as H\(_2,\)\(^8\) CH\(_4,\) CO\(_2,\)\(^9,10\) and low molecular weight hydrocarbons.\(^6\) Experimentally measured diffusion rates of TICs and CWAs in MOFs is non-existent in the literature.
The measurement of diffusion rates in porous materials is a complex problem due to the presence of multiple mass transfer mechanisms that are dependent on adsorbent morphology. In micropores, intermolecular interactions and steric effects dominate surface diffusion. While in macropores, surface forces play very little role and mass transfer is controlled by collisions between adsorbate molecules. Intermediate size mesopores create a transitional area where surface forces are not yet dominant but collisions between the adsorbate and the adsorbent surface can result in Knudsen diffusion. Sometimes, the outermost surface of a particle may have collapsed or blocked pores, creating a barrier resistance. For multi-component systems, there is also the possibility of external resistance through a fluid film boundary layer. Temperature gradients generated by heat of adsorption can also complicate measurements. For any given system, the overall mass transfer rate can be the result of multiple mechanisms. Due to this complexity, many experimental techniques have been developed to measure diffusion rates including NMR, quasi-elastic neutron scattering, uptake rates, chromatography, differential adsorption bed, zero-length column, and frequency response.  

Figure 1. Dependence of breakthrough curves on mass transfer.

Frequency response (FR) is a perturbation technique which introduces small, typically sinusoidal, oscillations around the equilibrium set point of a system variable. The response of a second variable is measured, and mass transfer data can be extracted through a mathematical model in Laplace space. As the periodic measurements are not dependent on initial conditions, experimental error is reduced, and data are highly reproducible. FR is a powerful technique as it introduces an additional degree of freedom, with measurements taken over a range of frequencies, which helps decouple the impacts of multiple diffusive mechanisms, allowing for determination of a rate-limiting mass transfer mechanism. The batch volume-swing FR technique was used extensively by Yasuda to study adsorption and diffusion in zeolites. Flow-through FR methods, like pressure-swing (PSFR) and concentration-swing (CSFR), have the advantages of reduced heat effects due to convective cooling and operating over pressure ranges relevant to ambient conditions. While PSFR has been useful for studying diffusion in carbon molecular sieves, zeolites, activated carbons, and MOFs, it can only be used to study pure component systems. The relevant conditions for studying
diffusion of TICs and CWAs would be in dilute systems at ambient pressure, which can be done using CSFR. Previously, CSFR has been used to measure diffusion in MOF single crystals\textsuperscript{14} and in pelletized MOF particles.\textsuperscript{15}

In this work, we will explore the impact of MOF pore size on mass transfer. There are many types of MOFs with different pore sizes and topologies that could potentially be used. Of interest to the Army is the Zr-based UiO series of MOFs. The UiO family is highly stable, where pore size can be controlled by varying linker lengths which creates an isoreticular topology with a variation in pore size. Two such MOFs are UiO-66 and UiO-67 which have cage window openings of approximately 7 Å and 12 Å, respectively. In addition to those, the functionalized UiO-66-naphthalene (UiO-66-N), which has an aromatic ring that can reduce the pore space, was also studied. Figure 3 shows the pore topology of the MOFs and the size of the linkers used. While the ultimate goal is to understand mass transfer of toxic compounds, an approach using hydrocarbons was used in order to limit the impact of intermolecular interactions and explore only the steric effects. The two adsorbates in this work, also shown in Figure 3, are the linear hydrocarbon \textit{n}-octane and a terpene \textbeta-pinene. When comparing data sets of each adsorbate on the UiO series of MOFs, we hypothesized that there will be a step increase in diffusion rate as a function of pore size that indicates the minimum pore size necessary for effective diffusion. This information could lead to some generic design rules for MOFs used to filter toxic chemicals.

![Figure 3. Image of the linkers and pore structure of UiO-66-N, UiO-66, and UiO-67. The chosen adsorbates are also shown (not to scale).](image)

2. EXPERIMENTAL METHODS

2.1 Synthesis

All reagents were purchased from Sigma-Aldrich® and used as received.

2.1.1 \textit{UiO-66} and \textit{UiO-66-N}

Crystals of UiO-66 and UiO-66-N were synthesized according to a procedure modified from Zhao et al.\textsuperscript{16} \textit{ZrCl}_4 and acetic acid (AA) were dissolved in 140 mL of dimethylformamide (DMF). The solution was heated at 120 °C for 1 hour to form the secondary building unit (SBU). A second solution of linker, terephthalic acid or 1,4-naphthalenedicarboxylic acid for UiO-66 and UiO-66-N respectively, and triethylamine (TEA) was mixed in 10 mL of DMF. The \textit{ZrCl}_4 solution was cooled to room temperature and the two solutions were mixed. The molar ratios of the reactants were 4 mmol:4 mmol:2.4 mol:0.5 mmol of \textit{ZrCl}_4:linker:AA:TEA. The solution was heated to 120 °C for 72 hours. After reaction, the product was centrifuged at 6,000 rpm and washed with 10 mL of fresh DMF. The washing procedure was repeated 3 times. After the third wash, the sample was solvent exchanged with 10 mL of methanol for 24 hours.
2.1.2 **UiO-67**

UiO-67 was synthesized according to a procedure reported by Schaate et al.\(^\text{17}\) ZrCl\(_4\) and 5 equivalents of benzoic acid were dissolved in 10 mL of DMF. The solution was heated at 120 °C for 1 hour to form the SBU. A second solution of biphenol-4,4'-dicarboxylic acid was dissolved in 10 mL DMF. The two solutions were mixed and heated at 120 °C for 72 hours. The product was centrifuged and washed with fresh DMF 3 times. The sample was then solvent exchanged with acetone for 24 hours.

2.2 **Characterization**

2.2.1 *Scanning electron microscopy*

SEM images were obtained using a Phenom GSR desktop SEM. Typical settings for the instrument use an accelerating voltage of 15 kV at a nominal working distance of 10 mm. Particle size was determined by averaging the measurement of each side length of the octahedral crystals.

2.2.2 *Thermogravimetric analysis*

Thermogravimetric analysis (TGA) measurements were conducted with a TA Instruments Q500 instrument from a range of 20–800 °C using the Hi-Res variable temperature ramp program with a sensitivity factor of 5.

2.2.3 *N\(_2\) physisorption*

N\(_2\) isotherms were measured using a Micromeritics ASAP 2420 analyzer at 77 kelvin. Samples were off-gassed at 90 °C under vacuum for \(\sim\) 16 hours. The Brunauer–Emmett–Teller (BET) method was used to calculate specific surface area in m\(^2\)/g.

2.3 **Diffusion measurements**

Figure 4 shows a schematic of a CSFR apparatus. The apparatus consists of two feed streams that mix before flowing into an adsorbent bed. One stream is an inert carrier gas while the second stream contains the adsorbate of interest. In the case of low vapor pressure compounds, the adsorbate stream is prepared by flowing an inert carrier gas through a liquid sparger system to generate a saturated feed stream. The steady-state adsorbate feed concentration is determined by the combined flowrates of the two streams, which are controlled by mass flow controllers. The pressure in the adsorbent bed is controlled by a Baratron pressure controller and the effluent gas from the adsorbent bed is sampled by mass spectrometry. A constant, unperturbed feed is passed through the bed until the system reaches steady-state at the desired gas-phase concentration. Then, the flowrates of the two feed streams are set to undergo sinusoidal perturbations 180 degrees out of phase. The resulting feed stream to the adsorbent bed has constant total flowrate with a sinusoidal adsorbate concentration swing around the steady-state concentration. The sinusoidal perturbations can be performed over a frequency range of 0.0001–0.1 Hz. The amplitude of the concentration swing exiting the bed is measured and divided by the amplitude of the concentration swing entering the bed in order to determine the amplitude ratio. The data is presented as a plot of the amplitude ratio versus the frequency of oscillation. Model fitting of the results is conducted using a frequency or Laplace domain and thus is not more complex analytically.\(^\text{18}\) In addition to rate data, frequency response results provide information on the adsorption equilibrium at the operating conditions; thus, providing an easy way to check the consistency between the CSFR results and equilibrium isotherms.

![Diagram of CSFR apparatus](image)

Figure 4. CSFR apparatus.
3. RESULTS

The first task for this effort was to bring frequency response capability to ECBC by assembling a new apparatus. The correct operation of the system was then verified by replicating results from the literature. Figure 5 shows an amplitude ratio plot of octane on BPL activated carbon fitted using a micropore diffusion model. Table 1 gives the regressed isotherm slope, $K$, and mass transfer coefficient, $D/r^2$, along with values from Wang et al.\textsuperscript{19} An octane concentration of 4,000 ppm gives an isotherm slope of 31.5 mol/kg/bar which is between the two literature values for 4,900 ppm and 3,100 ppm. The $D/r^2$ value is faster than the literature value which is expected since a smaller particle mesh size was used.

![Figure 5. Amplitude ratio curve for 4,000 ppm \textit{n}-octane on BPL activated carbon.](image)

<table>
<thead>
<tr>
<th>Octane concentration (ppm)</th>
<th>$K$ (mol/kg/bar)</th>
<th>$D/r^2$ (1/s)</th>
<th>Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>4900\textsuperscript{19}</td>
<td>23.2</td>
<td>0.0023</td>
<td>6x16</td>
</tr>
<tr>
<td>4000</td>
<td>31.5</td>
<td>0.0064</td>
<td>12x32</td>
</tr>
<tr>
<td>3100\textsuperscript{19}</td>
<td>63.9</td>
<td>0.0019</td>
<td>6x16</td>
</tr>
</tbody>
</table>

After confirmation of the apparatus working as expected, a sample of UiO-66 made with no modulators was tested under different operating conditions. A standard UiO-66 synthesis produces agglomerated particles of very small intergrown crystals. Because of this morphology, diffusion is likely not governed by the micropores given the extremely short diffusion length scale. Figure 6 shows amplitude ratio curves for octane on UiO-66 at high and low octane concentrations of 4,000 ppm and 860 ppm and with a high and low mass of sample used in the bed. As expected, the micropore diffusion model cannot recover the curve shape for any of the experiments indicating that diffusion in the micropores is not the rate-limiting mass transfer mechanism. While the mass transfer coefficient is meaningless, the regressed isotherm slope shows expected trends. $K$ values were 23.6 mol/kg/bar and 101.5 mol/kg/bar for 4,000 ppm and 1,000 ppm respectively. This decrease in slope as concentration increases is consistent with a favorable isotherm. When the sample mass was varied but the concentration remained the same, $K$ values were 101.5 mol/kg/bar and 106.9 mol/kg/bar which are within experimental error.
In order to overcome the issue of mass transfer not being controlled by diffusion in the micropores of the MOF, larger single crystals of UiO-66 needed to be synthesized in order to increase the length scale of micropore diffusion. Two methods from the literature, one using triethylamine and acetic acid and the other using benzoic acid as modulators, were chosen to make crystals of UiO-66-N, UiO-66, and UiO-67. Detailed synthesis procedures are described in Section 2.1. Figure 7 shows SEM images of each type of crystal along with the standard UiO-66. The crystals produced have an octahedral shape with sizes ranging from 300–1,000 nm. N\textsubscript{2} physisorption was used to prove the crystal porosity and measured BET surface areas were 593 m\textsuperscript{2}/g, 924 m\textsuperscript{2}/g, and 1792 m\textsuperscript{2}/g for UiO-66-N, UiO-66, and UiO-67 respectively. UiO-66 is known to have defect sites that can be the result of missing linkers or SBUs. Surface area is known to increase with the number of defects and surface areas greater than 1,800 m\textsuperscript{2}/g have been reported.\textsuperscript{20} The low surface area of 924 m\textsuperscript{2}/g indicates low defect density and TGA was used to confirm this by calculating a value of 0.68 defects per unit cell. For comparison, high defect samples can have 3–4 defects per unit cell. The combination of these characterization techniques indicate that the synthesized crystals are of high quality and can be used for CSFR.

Figure 8 shows amplitude ratio curves for n-octane on each of the MOF crystals. The operating condition for the CSFR experiments was 9,000 ppm octane with a flowrate of 40 sccm. Approximately 20 mg of sample was used for each experiment. A micropore diffusion model clearly fits each of the curves and a control curve shows clear impact from adsorption and desorption compared to bed effects. Table 2 gives the regressed parameters and calculates a diffusivity based on the average particle size of each sample. While no trends can be seen in the mass transfer parameter, when normalized by the particle size to calculate a diffusivity, UiO-66-N has a significantly lower diffusion coefficient than UiO-66 and UiO-67. Since there is no jump in diffusivity between UiO-66 and UiO-67, the pore size of UiO-66 allows uninhibited surface diffusion of the linear alkane. Because we expect the intermolecular forces between octane and UiO-66 and UiO-67 to be similar, it makes since that the diffusivity plateaus once steric hindrances are eliminated.
Figure 8. Amplitude ratio curves for $n$-octane on UiO-66-N, UiO-66, and UiO-67 crystals.

Table 2. Micropore diffusion parameters and diffusivity calculations for $n$-octane on each MOF crystal.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D/r^2$ (1/s)</td>
<td>0.00419</td>
<td>0.00532</td>
<td>0.00324</td>
</tr>
<tr>
<td>$K$ (mol/kg/bar)</td>
<td>12.5</td>
<td>8.1</td>
<td>11.8</td>
</tr>
<tr>
<td>Avg. size (nm)</td>
<td>432</td>
<td>591</td>
<td>701</td>
</tr>
<tr>
<td>Diffusivity</td>
<td>195</td>
<td>462</td>
<td>396</td>
</tr>
</tbody>
</table>

Since octane diffusion does not show any difference between UiO-66 and UiO-67, a larger molecule needs to be used to investigate possible steric effects between the two pore sizes. $\beta$-pinene is a hydrocarbon that has a six-member ring with a bridging carbon and three branching carbons. It was chosen since the structure has a significant cross-sectional area in all three dimensions. Figure 9 shows amplitude ratio curves for pinene on UiO-66 and UiO-67 crystals along with fits based on the micropore diffusion model. The regressed parameters are given in Table 3. As expected, the C$_{10}$ hydrocarbon pinene has significantly higher $K$ values compared with octane. This is expected due to stronger dispersion forces from the additional carbon and from the significantly lower vapor pressure of pinene. The significantly higher $K$ value for UiO-67 indicates a greater flux through the crystal likely due to a higher adsorption capacity in the larger pore. However, the calculated diffusivity once again shows that the smaller pore size of UiO-66 does not have a negative effect on the diffusion rate compared to UiO-67. This result is not unreasonable as Grissom et al. showed with IR that aromatic (BTX) compounds could reach all sites within UiO-66.\(^{21}\)

Figure 9. Amplitude ratio curves for $\beta$-pinene on UiO-66 and UiO-67 crystals.
Table 3. Micropore diffusion model parameters and diffusivity of β-pinene on UiO-66 and UiO-67 crystals.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>UiO-66</th>
<th>UiO-67</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D/r^2) (1/s)</td>
<td>0.00357</td>
<td>0.00168</td>
</tr>
<tr>
<td>(K) (mol/kg/bar)</td>
<td>19.1</td>
<td>34</td>
</tr>
<tr>
<td>Diffusivity (nm²/s)</td>
<td>312</td>
<td>206</td>
</tr>
</tbody>
</table>

While the diffusion rate of the hydrocarbons \(n\)-octane and β-pinene were not sterically hindered by the smaller pore size of UiO-66 compared with UiO-67, these results may not translate to other adsorbates. For adsorbates with functional groups that have stronger intermolecular interactions with the MOFs, surface diffusion could be significantly lowered even without steric hindrance effects. Also, in cases of irreversible adsorption, the chemisorbed species could end up blocking diffusion pathways in a similar manner as the aromatic ring in UiO-66-N that caused reduced diffusivity. Moving forward, it will be important to investigate these effects in systems of greater interest to the Army’s mission.

4. CONCLUSIONS/FUTURE WORK

Single crystals of UiO-66-N, UiO-66, and UiO-67 were synthesized with good porosity and low defects. Diffusion rates of \(n\)-octane and β-pinene were measured using CSFR. Octane diffusion was faster than pinene for each of the MOFs. When comparing octane diffusion rates between the different MOFs, no difference is seen between UiO-66 and UiO-67. However, UiO-66-N has a significantly lower diffusion rate indicating that the pore blockage is impacting diffusion. Despite the larger molecular size of pinene, no difference in diffusion rate was seen between UiO-66 and UiO-67. This indicates that UiO-66 does not have any steric limitations for molecules up to the size of pinene. In the future, it is of interest to investigate the impact of MOF functionalities and defects and also to measure data for adsorbates with stronger intermolecular interactions.
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Chemical imaging of decontamination reactions on surfaces
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ABSTRACT
Decontamination reactions on surfaces are an important area of research due to the necessity of finding new materials such as fabrics for protecting soldiers from chemical warfare agents. It would be advantageous if these materials could also decontaminate the agents in addition to serving their other purposes; therefore, it is necessary to develop a technique for assessing the performance of these materials from a decontamination perspective. In this work, Raman chemical imaging was used in order to image decontamination reactions of chemical warfare agent simulants on surfaces. The organophosphate chemical ethyl paraoxon was chemically imaged with spatial and temporal resolution as it underwent hydrolysis on a roughened glass substrate. The production of thiophenolate ion reaction products could be tracked as the hydrolysis reaction proceeded. The results and techniques developed on this model system can be further developed to handle progressively more realistic situations.

Keywords: Raman chemical imaging, vibrational spectroscopy, decontamination reactions, hydrolysis, reaction kinetics

1. INTRODUCTION
Decontamination following chemical warfare agent exposure is a crucial capability for the Army and the defense and security communities in general. New types of decontamination materials are constantly being developed in order to better protect soldiers and civilians. There is significant interest in multifunctional materials which can combine the capability for decontaminating toxic chemicals with other purposes. For example, a uniform could be made of a composite material which contains components, including catalysts that can decontaminate chemical agents to which it is exposed. It is important to develop methods for assessing the performance of these multifunctional materials. Chemical imaging techniques are capable of imaging reactions on complex surfaces and have the potential for application in testing new multifunctional materials. These techniques are capable of obtaining both spatially and temporally resolved information on the chemical identity of materials. As has been stated by Bentrup in a review article, “knowledge of spatiotemporal gradients in heterogeneous catalysts is of essential importance for the rational design of catalysts and catalytic processes.”1 In particular, the group of Prof. Weckhuysen at Utrecht University in the Netherlands has been working on using chemical imaging to observe catalytic reactions with both spatial and temporal resolution.2

One of these techniques, Raman chemical imaging (RCI), is particularly promising. Raman spectroscopy uses a monochromatic light source, such as a laser, which illuminates the sample. A small fraction of the laser photons excite vibrations of the molecules in the sample. A new photon is emitted which varies in energy from the original photon by an amount equal to the vibrational energy of the mode that was excited. Molecular vibrational energies and the band intensities observed are highly specific to molecular identity, providing a type of molecular fingerprint. Raman spectroscopy requires minimal sample preparation and can be used to obtain definitive information on chemical identity. Some challenges of Raman spectroscopy, however, include sensitivity to laser-induced damage of colored samples, fluorescence interference, and low-signal intensities.

This study focused on alkaline hydrolysis of ethyl paraoxon—a model system for chemical warfare agent decontamination. A scheme of the chemical reaction is shown below in Figure 1, with NaOH serving to catalyze the reaction by producing a basic solution. The hydrolysis reaction involves the cleavage of a P–O bond to produce 4-nitrophenol and diethyl phosphate. In basic solution, 4-nitrophenol deprotonates to produce 4-nitrophenolate anions, since the pKa value of nitrophenol is ~7. These anions exhibit a bright yellow color and produce Raman scattering bands much more intense than diethyl phosphate, due to the presence of the disubstituted aromatic ions which likely exhibit resonance Raman enhancement. A detailed study of the Raman spectra of nitrophenol and related molecules
is given by Kumar and Carey.\textsuperscript{3} If the solution containing the ions dries out, a crystal will be formed. In the present experiments, NaOH was used to produce a basic solution. Therefore, the crystal that would be precipitated would be sodium 4-nitrophenolate.

![Reaction scheme for hydrolysis of ethyl paraoxon. The reaction is catalyzed by the base sodium hydroxide. Following cleavage of the P–O bond, 4-nitrophenol and diethyl phosphate are produced. In basic solution, the nitrophenol molecules deprotonate to form nitrophenolate ions.](image)

2. EXPERIMENTAL

The RCI experiments were performed with a Witec Alpha 300R RCI microscopy system. A 532 nm laser was used to excite the samples. A 10X magnification microscope objective was used to focus the laser light on the sample, and to collect the Raman scattered light in a backscattering configuration. A notch filter with a very narrow blocking range around the laser line was used to prevent the Rayleigh scattered light from overwhelming the detector. This allowed for observation of Raman scattered light down to around 10–20 cm\(^{-1}\), including the observation of low-frequency crystalline lattice modes. A 600-grooves/mm diffraction grating was used to disperse the Raman scattered light onto a thermoelectrically-cooled charge-coupled device detector to obtain spectra. The entire spectrum from the Rayleigh line through the CH and OH stretching modes (> 3000 cm\(^{-1}\)) could be obtained with this grating. The sample was rastered with a precision XYZ stage in order to obtain chemical images. Time-resolved chemical imaging could be performed by repeatedly imaging the same region of the sample. Typical laser powers used were on the order of 10 mW, and integration times of 0.1–1.0 seconds-per-point were used.

Ethyl paraoxon and sodium hydroxide were obtained from Sigma-Aldrich® and Thermo Fisher Scientific, Inc., respectively, and used without further purification. Ultrapure deionized water (> 18.2 MΩ \(\times\) cm resistivity) was used to make all solutions of sodium hydroxide. A ground BK7 glass diffuser (Thorlabs, Inc.) was used as a substrate. Figure 2 shows the library Raman spectra of three molecular species of relevance in the current work. The top (red) trace shows the spectrum of neat liquid ethyl paraoxon. The second spectrum (green) is for a 0.1 % (v/v) solution of ethyl paraoxon in 0.5 M aqueous NaOH. The third (blue) spectrum is for crystalline 4-nitrophenol. The spectra of 4-nitrophenol and its corresponding anion are consistent with the literature.\textsuperscript{3} Finally, the bottom spectrum (light blue) is from the crystalline deposit of 0.1 % ethyl paraoxon in 0.5 M NaOH after drying. This is presumed to be crystalline 4-nitrophenolate ions and is labeled as such. All four of the spectra show intense Raman peaks in the range of 1270–1350 cm\(^{-1}\). These peaks are due to symmetric NO\(_2\) stretching vibrations of the molecules. These bands will feature prominently in the analysis to follow. Another region of note is the range around 0 cm\(^{-1}\). This is the area around the Rayleigh line, which is due to intense inelastic scattering of laser photons from the molecules. Note that 4-nitrophenol, which is a crystalline material, has at least three sharp peaks at less than 200 cm\(^{-1}\). These low-frequency modes are indicative of the presence of crystalline material and are due to vibrational motions where entire molecules or ions in a unit cell translate or rotate relative to each other. These sharp bands are a simple indicator for tracking the phase of the material. Liquids or amorphous solids, by contrast, show broad structures in this frequency region. In the RCI experiments, droplets of ethyl paraoxon and aqueous sodium hydroxide were deposited on top of each other on
the ground glass surfaces. The deposits were then measured using RCI to determine the progress of the reactions with spatial and temporal resolution. The same region of the sample was imaged sequentially in a “video” mode.

![Library Raman spectra of relevant molecular species. The most intense bands near 1275–1350 cm$^{-1}$ in all three species are due to symmetric NO$_2$ stretching.]

**Figure 2.** Library Raman spectra of relevant molecular species. The most intense bands near 1275–1350 cm$^{-1}$ in all three species are due to symmetric NO$_2$ stretching.

### 3. RESULTS AND DISCUSSION

As described in the previous section, the experiments were performed by co-depositing droplets of ethyl paraoxon and concentrated sodium hydroxide solution on a ground glass substrate. RCI was then used to track the progress of the decontamination reaction. The results of one experiment are shown in Figure 3. In this experiment, a 0.5-µL droplet of ethyl paraoxon was placed on the ground glass substrate, and a 2.5-µL droplet of 5 M sodium hydroxide was placed on top of it as a decontamination solution. The far-left frame shows a brightfield montage microscope image of the droplet soon after deposition and immediately prior to the measurement. A series of RCI measurements were then performed to image the sample as a function of time. Each frame of the RCI measurements consisted of a 60 x 60 grid of pixels with an integration time of 90 ms per pixel. Each frame required approximately 360 seconds to acquire. A laser power of 10 mW and a 10X microscope objective were used. The red images shown in Figure 3 were obtained by integrating the intensity of the 1344 cm$^{-1}$ band of ethyl paraoxon at each pixel. The blue images were obtained by integrating the intensity of the 1378 cm$^{-1}$ band of nitrophenolate ions at each pixel. Selected frames at each time period are shown from right to left. In the figure, frames 1, 31, 61, and 91 are shown, which were obtained at $t = 0$ minutes, 180 minutes, 360 minutes, and 480 minutes, respectively. The geometrical redistribution and transformation of the material is shown. In this case, there was insufficient decontamination solution to completely decontaminate the droplet. As a result, some ethyl paraoxon still remains after 480 minutes. The presence of the degradation product 4-nitrophenolate steadily grows as the reaction proceeds. However, due to the limited amount of sodium hydroxide solution used, the reaction was not completed as unreacted ethyl paraoxon remained at the end.
Figure 3. Raman chemical images as a function of time for decontamination of ethyl paraoxon. On the far left is a brightfield montage of the deposit of ethyl paraoxon and aqueous sodium hydroxide prior to the measurement. The red chemical images track the presence of ethyl paraoxon as a function of time from left to right. The blue images track the presence of nitrophenolate ions.

Figure 4 shows a more detailed spectroscopic analysis of one frame in the successive RCIs. Figure 4(a) shows the RCIs of ethyl paraoxon (red) and 4-nitrophenolate ions (blue) superimposed on each other. Where contributions from both species are present in a spectrum from a single pixel, the spectrum is shown as purple. Again, these intensity maps were obtained by integrating under the peaks as in Figure 3. Spectra of three different spots as indicated in Figure 4(a) are shown in Figure 4(b–d). They are compared to the library spectra of ethyl paraoxon and 4-nitrophenolate in the crystalline form. Spot 1 (Figure 4(b)) is red in the RCI, indicating it is predominantly unreacted ethyl paraoxon, as can be seen by the comparison of the single pixel spectrum (black) with the two library spectra. In contrast, spot 2 is colored blue and its spectra is consistent with crystalline 4-nitrophenolate ions, indicating that the ethyl paraoxon had hydrolyzed and then precipitated out as a crystal. The sharp low-frequency bands can be observed, indicating that the phase is indeed crystalline. Finally, spot 3 is colored purple, indicating that it is a mixture of unreacted ethyl paraoxon and 4-nitrophenolate ions. Features from both ethyl paraoxon and crystalline 4-nitrophenolate can be observed, including the low-frequency bands of 4-nitrophenolate. From these results, it is clearly seen that RCI can be used to track decontamination reactions with both spatial and temporal resolution, and in addition it can give material phase information as well.


Figure 4. (a) RCI map of the decontamination process for ethyl paraoxon. Red indicates the intensity of the 1344 cm\(^{-1}\) band of ethyl paraoxon while blue indicates the intensity of the 1278 cm\(^{-1}\) band of nitrophenolate ions. Mixtures of the two are shown as purple. (b) Raman spectra of a single spectrum indicated by the label ‘1’ in part (a). The library spectra are also shown indicating that the spectrum at spot 1 corresponds to ethyl paraoxon. (c) Plot similar to (b) indicating that spot 2 corresponds to 4-nitrophenolate ions. (d) Plot similar to (b) indicating that spot 3 corresponds to a mixture of ethyl paraoxon and 4-nitrophenolate ions.

4. CONCLUSIONS

RCI microscopy was used to track the process of decontamination reactions on surfaces with both spatial and temporal resolution. These initial measurements were performed with a model system involving hydrolysis of the pesticide ethyl paraoxon by a basic sodium hydroxide solution and were performed on a ground glass substrate. In addition to information on the progress of the reaction, the phase of the products (amorphous or crystalline) can be tracked. Additional analysis is in progress and the measurements are planned to be extended to other systems and more complex substrates. One such system is 2-chloroethyl phenyl sulfide (an aromatic sulfur mustard simulant) oxidation by peroxides. These measurements are being performed using a proposed decon material known as peroxydone, which is a polymer with embedded peroxide. Hopefully RCI microscopy and chemical imaging in general can find an application in benchmarking the performance of decontamination materials on complex surfaces.
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ABSTRACT

Based on their spatial sensitivity, sensors for chemical and biological warfare agents fall into two classes—point detectors and standoff detectors. Simulated data from standoff and point sampling devices containing two types of observation errors were combined using hierarchical occupancy modeling. These observation errors included both underreporting and false-positives, which are known to introduce bias in parameter estimation. Two modeling methods, based on differences in discriminating power of point sampling devices, were developed and tested for bias when estimating threat distribution using the occupancy probability. Bias was measured by the median absolute deviance between estimated and true occupancy probabilities. Median absolute deviance was found to be reduced, typically to negligible levels, through the hierarchical modeling process. Thus, the modeling process was robust to false-positive errors. Maps indicating chemical and biological threat distribution corrected for observation errors were produced.
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1. INTRODUCTION

Based on their spatial sensitivity, sensors for chemical and biological (CB) warfare agents fall into two classes. Point detectors—which can include certain optical sensors, sample collectors, and identification devices—are restricted to sampling at the immediate location of the sensor, thus producing point data. Standoff detectors—such as LIDAR—can sample remotely across a distance, producing line, surface, or volume data. Thus, data from point and standoff sensors are of disparate spatial dimensions. Furthermore, the two sensor classes produce data of differing discrimination (or specificity), the ability to properly classify agents. They also differ in sensitivity, the ability to detect agents that are sparsely distributed. Data from point-sensors tend to have high specificity and low sensitivity. Standoff detectors tend to be highly sensitive but have low specificity. Clearly, an advantage in CB threat early-warning systems would be gained by combining the scale and sensitivity of standoff detectors with the specificity of point detectors. Currently, such data are combined informally through the judgment of skilled analysts and decision-makers, following a time-consuming review of confirmatory samples. A formal analytic process that provides objective estimates from data and automates map production of threat likelihood in near real-time is more elusive.

Combining data of differing sensitivity and discriminatory power into a unified descriptive model presents several technical challenges. Imperfect sensitivity and non-specificity introduce observation errors into data—under-reporting and false positives, respectively. Our group completed an FY17 Seedling project which presented a method using capture/recapture to eliminate estimation bias caused by under-reporting and false positives in alarm data. Such a method allows data from sensors of unequal sensitivity and specificity to be combined but has limitations due to confounding of false-positive and underreporting rate estimation. To provide locally heterogeneous estimates of both these errors, each must be represented separately by models based on orthogonal terms. A model of observation error representing environmental conditions in addition to sensor configuration, which affects both underreporting and false-positives, must be provided. Given these caveats, capture/recapture modeling can be used to estimate threat distribution, along with sensitivity (detection probability), and discrimination errors (the probability of false-positives).

Differences in sensitivity between point and standoff detectors can be readily explained for many detection systems. Highly specific point samplers, such as systems that include species identifiers for particular biological agents, are responding to multiple explanatory variables at the fine scale. For example, in PCR methods, DNA samples must match primers across a large number of loci, so samples must be of high quality. Furthermore, environmental DNA
samples are small, relative to the environment sampled. All conditions must be met simultaneously. Thus, the probability of detection in a single sample is a product of many probabilities, each less than one as shown in

\[ P = \prod_{x=1}^{n} p_x^n, \]  

(1)

where \( P \) is the overall probability of allocation, \( p_x \) is the probability associated with matching at each locus, and \( n \) is the number of loci. As the number of conditions required increases in number, such a product tends towards zero. Thus, in order to be effective, many point samples must typically be collected.

Many standoff detectors collect samples of a single explanatory variable repeatedly across distances or time intervals. For an agent to be detected, it need only be detected in any of individual repetitions. Thus, the probability that an agent is detected is the complement of the probability that it is not detected in any of the repetitions as shown in

\[ P = \prod_{x=1}^{n} 1 - (1 - p_x)^n, \]  

(2)

where \( P \) is the overall probability of detection, \( p_x \) is the per repetition detection probability, and \( n \) is the number of repetitions. Such a probability approaches one as the number of repeated measures increases.

Thus, under the right conditions, high-sensitivity standoff detectors, such as LIDAR, can approach a state where underreporting is negligible, but false-positives are significant. Alternatively, high discrimination point detection methods, such as PCR, can approach a state where the false-positives are negligible, but underreporting is significant. Other devices, including spectroscopic point-samplers, produce mixed errors with intermediate sensitivity and discrimination. These intermediate sensors retain low but significant levels of both underreporting and false positives.

Combining data of differing spatial dimension presents an additional problem. Many current methods reduce the standoff data to match the dimension of the point data but doing so at a loss of information that would otherwise be available in the standoff data. An alternative would be to interpolate the point data to match the spatial dimensions of the standoff data. In this case, no information is lost. The difficulty then becomes proper incorporation of uncertainty associated with the interpolation, and adjustment for differences in observation errors between the different sensors.

Occupancy modeling is a method for estimating incidence when detection is imperfect. The probability of occupancy, often denoted by \( \Psi \), is the probability that a state, such as the presence of a threat, is incident on a geographic patch, regardless of observation error. Thus, \( \Psi \) is a robust and unbiased estimator of spatial distribution. Occupancy models use repeated measures to compensate for both underreporting and false-positives in data. Because incidence is binomial, thus restricted to values of zero or one, it can be evenly distributed within polygonal regions, and remains constant within repeated measures as long as the interval between measures is adequately minute. Thus, differences within regional boundaries or within repeated measures can be attributed to observation errors, allowing these errors to be estimated. This is the basis for hierarchical modeling. Occupancy modeling retains certain advantages of robustness over other distribution metrics such as density.

2. METHODS

All computation and graphics were done in the computational language R version 3.5.1. Standoff and point incidence data with fixed underreporting, and false-positive rates were simulated using true values of threat occupancy that were known a priori. Occupancy probability was then estimated using the occupancy with false-positives (OccuFP) model found in the R library unmarked, which is described by Royle and Link. Bias was measured using the median absolute deviance between estimated and true threat probability. Maps were then produced using the R library raster, displaying the geographical distribution of threat probabilities.

A system was developed for modeling data from high discrimination devices conditional on data from high sensitivity devices to produce geographic maps indicating threat distribution. That is, a data of insignificant underreporting and high false-positives, were combined with data having underreporting, but low false-positives (Method 1). A second method for combining data from intermediate devices conditional on data from high sensitivity devices was also developed (Method 2). Method 2 required careful selection of model terms and monitoring for spurious results in order to control confounding of false-positive and underreporting error terms.

By taking advantage of the high sensitivity of standoff devices and the binomial properties of incidence, the author developed simplified assumptions for spatial interpolation. Assuming that standoff surveillance was of an intensity that rendered underreporting insignificant, standoff data mapped into polygonal regions of evenly distributed
incidence. The analytic problem then became estimation of the true state within each reported polygon, either occupied or falsely-positive. A region where agent was present and indicated in standoff data was simulated along with a region where false-positives in standoff occurred due to presence of an obscurant (Figure 1a). Point samples for Methods 1 and 2 were also simulated. OccuFP was then used to discriminate the agent from the obscurant and plot the corrected distribution of agent on the map Figure 1b). \( \Psi \) values were assigned to five bins of 0.2 breadth each for grayscale indexing. These maps were produced from rasters of threat occupancy probability automated directly from the model output.

Figure 1. Mapped threat probabilities. a) Two plumes are in the raw data, including false-positives due to the obscurant. b) False-positives at the obscurant plume have been removed by modeling.

3. RESULTS

Maps indicating the location of threat agents corrected for false-positives and underreporting were produced using Method 1 (Figure 2). Bias was found to be very low even with point samples as few as 40, and detection probabilities as low as 0.2.

Figure 2. Mapped threat probability via Method 1, fusion of data between highly sensitive and highly discriminating devices. The threat probability attributed to obscurant is removed by the modeling process.
Typical model outputs are given in Table 1–Table 3; logit-scale occupancy, detection probabilities, and predicted threat probabilities, respectively. Standard errors—and thus uncertainties—were large, and 95% confidence intervals (C.I.) were especially broad for the obscurant class.

<table>
<thead>
<tr>
<th>Level</th>
<th>Estimate</th>
<th>Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>-9.49</td>
<td>39.8</td>
</tr>
<tr>
<td>Agent</td>
<td>9.57</td>
<td>39.8</td>
</tr>
</tbody>
</table>

Table 2. Detection probability (logit-scale) via Method 1.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.4</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Table 3. Predicted threat probabilities via Method 1.

<table>
<thead>
<tr>
<th>Level</th>
<th>Predicted</th>
<th>Standard Errors</th>
<th>Lower C.I.</th>
<th>Upper C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>0.00003</td>
<td>0.019</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Agent</td>
<td>0.998</td>
<td>0.0006</td>
<td>0.069</td>
<td>0.941</td>
</tr>
</tbody>
</table>

Maps indicating the location of threat agents corrected for false-positives and underreporting were produced using Method 2 (Figure 3). Bias was found to be generally low with large numbers of samples, high detection probabilities, and low false-positive rates, increasing with reduced sample number, lower detection probabilities, and higher false-positive rates.

Figure 3. Mapped threat probability via Method 2, fusion of data between highly sensitive and intermediate devices. The threat probability attributed to obscurant is removed by the modeling process.

Typical model outputs are given in Table 4–Table 7; logit-scale occupancy, detection probabilities, false-positive probabilities, and predicted threat probabilities, respectively. Standard errors, and uncertainties, were broad.

Table 4. Occupancy (logit-scale) via Method 2.

<table>
<thead>
<tr>
<th>Level</th>
<th>Estimate</th>
<th>Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>-8.6</td>
<td>23.3</td>
</tr>
<tr>
<td>Agent</td>
<td>21.1</td>
<td>133.4</td>
</tr>
</tbody>
</table>

Table 5. Detection probability (logit-scale) via Method 2.

<table>
<thead>
<tr>
<th>Level</th>
<th>Estimate</th>
<th>Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>-15.7</td>
<td>4487</td>
</tr>
<tr>
<td>Agent</td>
<td>17.3</td>
<td>4487</td>
</tr>
</tbody>
</table>
Table 6. False-positive probability (logit-scale) via Method 2.

<table>
<thead>
<tr>
<th>Level</th>
<th>Estimate</th>
<th>Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>22.5</td>
<td>4334</td>
</tr>
<tr>
<td>Agent</td>
<td>-23.8</td>
<td>4334</td>
</tr>
</tbody>
</table>

Table 7. Predicted threat probabilities via Method 2.

<table>
<thead>
<tr>
<th>Level</th>
<th>Predicted</th>
<th>Standard Errors</th>
<th>Lower C.I.</th>
<th>Upper C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obscurant</td>
<td>0.0002</td>
<td>0.0043</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Agent</td>
<td>0.9999</td>
<td>0.0005</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

4. DISCUSSION

Method 1 was found to be sensible, easy-to-automate, and reliable, assuming high quality point samples as might be produced by methods such as PCR. Method 2 was found to be less reliable and harder to automate than Method 1, due to confounding of error terms and false-positives in the lower quality point samples. However, Method 2 was reliable with careful selection of model terms and monitoring of results for spurious estimates.

Using the methods provided in the R library `unmarked`, both methods produced very broad confidence intervals. Repeated simulations only rarely resulted in predicted values far from true values, and the median absolute deviance between these values was typically less than 1%. This suggested that confidence intervals calculated in `unmarked` were unrealistically high, and confidence intervals unrealistically broad. More realistic values might be estimated using a different method, such as bootstrap.

The author found that current Kriging processes used for interpolation and available in the R generalized geostatistics package was prone to producing spurious effects, such as edge effects, and was of limited reliability for modeling threat distribution. Instead, occupancy values were assumed to be constant within the borders of plumes as indicated by standoff data. This could become problematic when plumes are of mixed composition, including both agent and obscurant. Other interpolative methods, such as using the correlation between near neighbors, might be developed instead.

Method 2 could be used to enhance the usefulness of sensor data in a wide variety of future applications.

Threat maps are particularly easy to interpret in operational situations and provide increased situational awareness of hazard conditions. Results of hazard transport and dispersion models, such as the Defense Threat Reduction Agency Hazard Prediction and Assessment Capability, could be updated and refined using sensor data in near real-time. Tools for power analysis could be incorporated to identify optimal locations to deploy additional surveillance resources such as unmanned ground or air vehicles.

In general, these methods allowed data from point sampling devices to be mixed with surfaces from highly sensitive standoff devices for the production of threat maps. Bias due to false-positives and underreporting was reduced through this data mixture. Error estimation associated with computational libraries will need to be improved to provide commanders with an objective tool for evaluating model uncertainty. Likely risks associated with spatial distribution of CB agents can be mapped, along with regions likely to produce false alarms. The probability that specific threat agents are absent from the regions in sampling area can be estimated.
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ABSTRACT

Increasingly, the design of alarm algorithms to alert Soldiers of danger grows more complex as new threats emerge. These algorithms need to be robust enough to prevent false alarms to interferents and sensitive enough to alarm to the incredibly small doses that prove lethal. The design of these algorithms has left a plethora of data that can be leveraged to train deep neural networks that could improve current algorithms, predict experimental spectra of new threats, and potentially determine chemical species from spectra. Deep neural networks are a technique in machine learning that imitate the function of a human brain by passing inputs through a series of hidden layers, where a neuron, representative of a piece of data, is activated based on a mathematical function. These deep neural networks need a large data set to be trained and developed. A mature chemical detection technology where a large data set exists is ion mobility spectrometry, and past work has been done using neural networks to predict either chemical class based on spectra or spectra from molecular property inputs. However, in either case the resulting network could not be generalized to additional detectors. Here the design of a theoretical deep neural network framework is presented that considers both instrument parameters and molecular properties to simulate the chemistry of a detection technology for which it was trained and predict experimental spectra.

Keywords: deep neural network, machine learning, ion-mobility spectrometry, false alarm reduction

1. INTRODUCTION

Machine learning (ML) is a field of computer science that uses a set of programming and statistical techniques to enable computers to “learn” from input data without being explicitly programmed. One approach is a neural network (NN) algorithm—a series of computations structured as interconnected nodes, or “neurons,” to model non-linear data. The network is formed by using data transform functions, called the activation function, in a hidden layer to determine the neurons that are passed from the input to the output layer. Measurable properties of a phenomenon being observed, or “features,” are used to define each neuron. This ML technique has drawbacks because features require extensive engineering, which can introduce bias in the model toward a particular output. Deep learning is a NN that contains multiple hidden layers between the input and output, and when retraining through these multiple hidden layers, the network is impeccable at removing this feature bias. These deep neural networks (DNN) are being used in both industry and academia for speech recognition, image analysis, to predict chemical reactions,\textsuperscript{1} and in the modeling of infrared spectra.\textsuperscript{2}

Chemical detection is one field well-suited to DNN use due to the number of mature technologies with large and previously collected data sets that can be used to train and develop DNNs. One such mature chemical detection technology that the Army has a wealth of data for is ion mobility spectrometry (IMS). IMS alerts a Soldier to danger by measuring the reduced mobility ($K_0$) values of surveyed ions and comparing them to a previously collected library of $K_0$ values for chemical threats. $K_0$ values are calculated using the equation

$$K_0 = \frac{L^2}{V t_d} \left( \frac{273.15}{T} \right) \left( \frac{P}{760} \right),$$  \hspace{1cm} (1)$$

where $L$ is the length traveled by the ion within the instrument, $V$ and $t_d$ are the voltage applied and drift time of the ion, respectively, across $L$, and $T$ and $P$ are the temperature and pressure, respectively, of a neutral drift gas inside the instrument. The theory of IMS has been previously discussed at length but relies on the separation of ions as a function of their collision cross section (ccs) with the counter flow of neutral drift gas. An ion’s ccs is an empirical measurement
of its size and shape, and larger ions will experience a greater number of collisions with the drift gas and will have lower $K_0$ values. The ccs of the ion in a particular drift gas is calculated using the equation

$$\Omega = \frac{3e}{16N} \left( \frac{2\pi \mu kT}{\mu kT} \right)^{1/2} \left( \frac{1}{K} \right),$$  \hspace{1cm} (2)

where $e$ is the elementary charge, $N$ is the drift gas number density, $\mu$ is the reduced mass of the ion-neutral pair, $k$ is Boltzmann’s constant, $T$ is the neutral drift gas temperature, and $K$ is the mobility of the ion (not normalized against standard pressure and temperature).

While IMS is extremely sensitive and can be placed in a small form factor, it exhibits low selectivity and interferents will often produce ions with similar $K_0$ values to known threats. The Army’s existing experimental data for IMS is the result of years of repeated testing to develop “detection windows” for these threats and can be leveraged to train DNNs to improve these shortcomings and enhance Soldier lethality. Some past efforts have already been made to develop ML models and make predictions from IMS data. In one study, a NN was trained to predict the functional groups of analytes based on IMS spectra alone. Another NN was trained with tandem ion mobility-mass spectrometry (IMMS) measurements to predict the IMS drift times of peptides and assist in protein identification. These two studies demonstrate that IMS combined with ML can be used to predict chemical structures or improve chemical identification. However, there are many different IMS-based systems used in chemical detection with different operation specifications. These previously mentioned trained NNs are not generalizable to other IMS systems because they were not developed with a cross-platform capability in mind. To develop a DNN as a universal architecture would further increase a DNN’s capability and advantages while broadly improving the greater arsenal of IMS-based detectors.

This type of cross-platform capability was recently demonstrated for optical coherence tomography (OCT) in a study from DeepMind Technologies (London, United Kingdom) that utilized an artificial intelligence (AI) framework to make referrals to retinal disease patients based on OCT input data. The generalization of the framework to other OCT input data from a second platform was done by training two networks: 1) a segmentation network, and 2) a classification network. The segmentation network produced a device-independent tissue segmentation image map, and the classification network labeled this image for diagnosis and referral decisions. When retraining the network for images from the additional device, only the segmentation network had to be trained. This reduced the number of training cycles when adding new input data from the second detection device. Since previous NNs for IMS could not be generalized to other detectors, this demonstrates a potential solution.

Similar to creating two networks in the DeepMind Technologies study, it was believed that a DNN for this study could utilize instrumental parameters and molecular properties as two separate networks, and therefore the DNN could be generalized to other IMS detectors with less re-training. However, unlike in the DeepMind Technologies study, both instrumental parameters and molecular properties play a role in determining the resulting IMS spectrum. As such utilizing two separate networks would not be effective in both generalization and accurate predictions. Therefore, the proposed DNN framework in this study considered both instrument parameters and molecular properties as two hidden layers, to simulate the chemistry of a detection technology for which it is trained and predict the experimental result.

2. METHODS

2.1 Data selection

ML algorithms provide optimal results when the data covers a comprehensive range of feature permutations. A feature-to-data ratio of 1:10 is most effective for engineering and model prediction. The biggest challenges in ML are bias, variance, and determining the tradeoff between them. As such, the quality of data is of foremost importance for this DNN to operate effectively. Data generated by various IMS sensors comes in different formats, sizes, and quality. Commercial sensors have their own proprietary data structure to archive the information, whereas other sensors have non-structured data archiving processes. One key factor in the success of the DeepMind Technologies study was that the initial training set used high quality “gold standard” OCT image input data before the architecture was applied to the second platform. This “gold standard” data set contained OCT scans that were identified based on the accurate referral decisions of clinical experts. Training the architecture using this “gold standard” data set allowed the architecture to more accurately analyze lower quality and ambiguous OCT scans during the testing phase. There are many available IMS-based systems from which data can be gathered and used for ML training, such as the M4A1.
Joint Chemical Agent Detector (JCAD). These systems will produce clean experimental mobility spectra; however, the instrumental parameters associated with the data that are used to calculate $K_0$ values are inaccurate and vary between units under the same experimental conditions. Because of this, the $K_0$ values reported by a JCAD are not calculated \textit{ab initio} from equation (1) but rather are corrected based on each unit’s response to a chemical calibrant. However, the $K_0$ value referenced for the calibrant is itself inaccurate as it’s an estimation based on repeated \textit{ab initio} measurements across multiple platforms and instrumental conditions.

The appropriate high quality “gold standard” in IMS instrumentation is the accurate ion mobility instrument (AIMI). An AIMI system at ECBC is used to improve the calibration of inaccurate IMS-based systems, such as the JCAD, by supplying a library of accurate calibrate $K_0$ values across multiple instrumental conditions. This instrument is capable of measuring $K_0$ values an order of magnitude more accurately ($\pm 0.1\%$) than previous systems.\textsuperscript{7} This is a result of accurately measuring and precisely controlling, to NIST traceable standards, the individual variables that affect an ion’s $K_0$ value and calculating these $K_0$ values \textit{ab initio} from equation (1). Further advantages of the AIMI system are—it is coupled to a time-of-flight mass spectrometer (tofMS) that produces a 2D IMMS spectra, is able to change drift gases, and can control and measure the water vapor content (wvc) of that drift gas. What results is a large “gold standard” data set that is accurate to 0.1 \% of the measured $K_0$ value and is accurately and precisely characterized as a function of both instrumental parameters and molecular properties for multiple compounds. This “gold standard” data set is suitable for use in DNN training because the effects of molecular properties on the $K_0$ values of ions, as well as the relationship between those effects and the instrumental parameters, are inherently intertwined, complex, and non-linear.\textsuperscript{8,9} Therefore, highly accurate IMS measurements will allow for the determination of instrumental parameters and molecular properties that do not directly correlate. This is analogous to the DeepMind Technologies study in which the “gold standard” (AIMI) data set is used to train the DNN architecture, which is then applied to a second platform (JCAD) of lower quality to improve the analysis of that lower quality data.

The selected data are large matrices of IMS-MS spectra, but a variety of instrument parameters and molecular properties determine the resulting spectra. Specifically, ion-neutral interactions that affect the $t_o$ of the ion were considered. The $t_o$ of the ion is a measurement dependent on the instrumental parameters of $L$, $V$, $T$, and $P$ and may also be dependent on the ion source used and whether positive or negative ions are detected. Other than instrumental parameters, the ion-neutral interactions occurring within the drift tube determine the ccs of the ion and result from the molecular properties present. However, multiple molecular properties that determine ion-neutral interactions are not accounted for in equation (1) and must be considered as raw inputs in feature engineering. These include, but are not necessarily limited to, the drift gas used, the reduced mass of the ion-molecule pair, the polarizability of the drift gas, what dopants or drift gas modifiers are used if any, what analyte is being measured, and whether that analyte forms both monomer and dimer species. These molecular properties contribute to the overall ccs of the ion-neutral pair. These raw inputs were assigned as either instrument parameters or molecular properties when designing the raw feature inputs.

### 2.2 Data processing

This approach used Keras with Tensorflow libraries to model the data. The model was built with the activation function rectified linear unit (ReLU) and checked with the loss function of mean absolute error. Training and modelling of data was done on an HP® laptop running 64-bit Ubuntu 18.10 with a quad-core i5-3210M CPU with integrated Intel® HD Graphics 4000 and 16 GB of DDR3L 1600 MHz RAM. Miniconda was installed to create isolated environments for computation purposes to try different libraries for modeling and training of the data. Python scripts were written using NumPy and pandas to transform data in a more structured manner for features and case visualization of the data.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Days</th>
<th>Spectra</th>
<th>Rows</th>
<th>Features</th>
<th>Matrix</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMMP</td>
<td>16</td>
<td>192</td>
<td>13201</td>
<td>1500</td>
<td>19801500</td>
<td>2534592</td>
</tr>
<tr>
<td>DPM</td>
<td>19801500</td>
<td>1500</td>
<td>13201</td>
<td>178</td>
<td>2349778</td>
<td></td>
</tr>
<tr>
<td>TEPO</td>
<td>10</td>
<td>168</td>
<td>13201</td>
<td>1500</td>
<td>19801500</td>
<td>2217768</td>
</tr>
<tr>
<td>DBP</td>
<td>10</td>
<td>168</td>
<td>13201</td>
<td>1500</td>
<td>19801500</td>
<td>2217768</td>
</tr>
</tbody>
</table>

Four different data sets were generated by AIMI in the lab, as shown in Table 1, and DMMP data was initially used for training and testing. Figure 1 shows the data file naming scheme that is used to generate raw data inputs. Background spectra were also included to teach the DNN the appropriate response in the absence of sample. Spectra
for DMMP data collected in the positive mode were selected where the mass was > 15 and ≤ 400 for training. Before this data could be used in training the DNN, cleaning was done to transform incomplete, missing, duplicate, irrelevant and non-structured data. Missing values were replaced with median values determined from the dataset. This step ultimately determines the prototype features and cases for hypothesis evaluation.

Figure 1. Raw data input. Example of raw data features imbedded in filename that were extracted for visualization.

Utilizing these raw inputs, a variety of visualizations are generated to direct feature engineering for training. Figure 2 shows an example of one of these visualizations—depicting a histogram of DMMP that was generated during this process. Histograms such as this highlight unexpected trends, potential outliers, measurement errors, and features that should be binary. After features are engineered, data was inputted into the model and a gradient descent generated to visualize model performance.

Figure 2. DMMP Drift Time Counts. Example of data visualization showing number of responses to DMMP at varying drift times.

3. RESULTS

This work proposed a DNN that could predict the mass spectrum of a molecule if it was provided the IMS drift time and molecular structure. Due to the time constraints of this project, a gradient descent was performed on only a portion of the data set to assess the training performance. The result lead to an unstable gradient and it was decided to revisit the assumptions on the treatment of the data and redesign the theoretical DNN framework. The three important factors that required changes were; the treatment of positive versus negative mode spectra, the inherent time series composition of IMS data, and overlapping molecular properties and instrumental parameters.
3.1 Treatment of ion mobility spectrometry modes

When training a DNN, it is important that the data provided is both robust and complete. When wanting to predict the spectra of an unknown molecule for IMS, a point must be made to consider whether the resulting ions are active in the positive, negative, or both modes of the IMS. To train for both positive and negative mode, parameters of each need to be inputted, including spectra representing each mode. This meant several key inputs would be duplicated and had to be annotated in a way to ensure results for each mode did not mix. Unfortunately, for some compounds in the data set, a negative mode spectrum was never obtained because it is well known that the compound is not active in that mode. When designing alarm algorithms for detection, a research scientist considers this information before inputting the results. A DNN cannot consider this piece of information unless it is explicitly trained to recognize that no product ions are produced in the negative mode. This proved to be a large challenge and a potential solution to this was to treat each mode as a separate detector. This provides several benefits in reducing the initial data size and reducing training time for each mode.

3.2 Processing of time-data series

IMS is designed to continuously acquire spectra and is inherently a time-sequence of data. A challenge associated with incorporating additional detection devices into the NN would be considering the background when an analyte of interest appears. This causes a variety of changes in the resulting spectra as detectors will respond differently, depending on the analyte concentration and environmental conditions. Long-short term memory (LSTM) is a type of recurrent neural network (RNN) that considers a previous state, \( X_{t-1} \), as compared to the current state, \( X_t \). Many IMS variables are constant over an experimental time, but when variables such as analyte concentration, temperature, or humidity change, the physical spectra can as well. Utilizing LSTM allows for consideration of these previous states before interrupting the results of a new state.

3.3 Overlapping factors in inputs

The original proposed DNN was designed to use a rectified linear unit (ReLU) activation function to pass properties from hidden layer 1 and 2. Initially, only raw input features were examined, and the intent was to weigh instrument parameters to always pass from hidden layer 1 to 2. In hidden layer 2, the dimensions could be reduced into the already reduced dimensions of the molecular properties. This decision was based on the knowledge that the properties of the molecule need to be accounted for, before being able to understand how an instrument parameter may affect its behavior. As inputs were assigned to properties and parameters, it was found that some inputs were neither solely an instrument parameter nor molecular property.

Rather, some inputs could be classified as either, due to the degree they affected inputs in the other class. It was decided that several features can be reduced into more complex features by calculating known molecular properties such as ccs. This more efficiently captures the effects of the raw input features on the resulting spectra. Figure 3 shows input assignments for either molecular properties, instrument parameters, or interrelated.

![Figure 3. Interrelated inputs. Venn diagram showing distribution of instrumental parameters and molecular properties.](image-url)
These assignments in Figure 3 are based on known ion-neutral interactions. Different drift gases—such as helium, carbon dioxide, or ambient air—have varying sizes that affect the overall ccs and reduced mass of the ion-neutral pair. The polarizability of the drift gas determines whether momentary electrostatic attraction and increased interaction occurs between the ion and neutral. If excess amounts of water vapor or any drift gas dopants, such as ammonia, are present within the drift gas, the ion chemistry may change to produce different product ions from non-doped conditions, and the dopant or water vapor neutrals can cluster around the ion, changing the overall ccs. Different ions will have different ccs’s, but some analytes will produce multiple ions and may be active in only the positive or negative ion detection mode, or in both simultaneously. Many of these ions may also form dimers, thereby increasing their collision cross-section similar to clustering with water vapor. If stable dimers, or even trimmers, are formed, additional mobility peaks will be seen in the spectrum. These molecular properties are not included in equation (1) but can be affected by the variables therein. For example, a change in $T$ at identical drift gas wvc levels will cause a change in the degree of water clustering around the ion. These changes will affect the calculated $K_0$ values of different ions to varying degrees and are important to consider for feature selection.

3.4 Finalized DNN framework

Figure 4 shows the new theoretical DNN framework when taking the above-mentioned considerations into account.

![Figure 4. LSTM DNN Framework. DNN framework that uses two hidden layers and LSTM for predicting experimental IMS spectrum.](image)

This framework takes a series of raw inputs, $a_n$, that are per-spectrum dependent, and processes these values into an input layer of vectors representing features $X_n$. A library of mathematical functions is performed on raw data inputs to determine values such as ccs and density. A variety of input vectors, $X$, are weighted by $W_n$, and processed through hidden layers 1 and 2 using LSTM. Configuration of the hidden layer is important as it establishes a nonlinear relationship into the nodes of the network that enables generalization. Currently, the true number of nodes and node-to-node connections are unknown, because the number of nodes in the hidden layers are increased with each iteration based on prediction results. It is accepted that a model’s learning capabilities will increase when more nodes are added into the hidden layer, which enables the hidden layer to be flexible. Final output is a 2D spectrum of IMS-MS data and, when predicting, the DNN will predict the missing data points.
4. CONCLUSIONS

The originally engineered features and proposed DNN proved insufficient based on a partial gradient descent. A partial gradient descent was initially performed because the large data set proved too expansive to process given the timeframe. The partial gradient descent made clear the data had to be revisited to improve feature engineering and redesign the proposed DNN framework. This led to a more robust proposed DNN framework and a better plan for developing features that reduce the dimensions of the raw inputs before training occurs. Future work seeks to finish feature engineering and train the DNN to predict the spectra without saturating the gradient descent.
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